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ARTICLE INFO ABSTRACT

Editor: A.B. McBratney Soils of PAramo ecosystems regulate the water supply to many Andean populations. In spite of being a necessary

input to distributed hydrological models, regionalized soil water retention data from these areas are currently

Keywords:
Water retention not available. The investigated catchment of the Quinuas River has a size of about 90 km? and comprises parts of
Péramo the Cajas National Park in southern Ecuador. It is dominated by soils with high organic carbon contents, which
Random Forest display characteristics of volcanic influence. Besides providing spatial predictions of soil water retention at the
Validation

catchment scale, the study presents a detailed methodological insight to model setup and validation of the
underlying machine learning approach with random forest. The developed models performed well predicting
volumetric water contents between 0.55 and 0.9 cm® cm ™ 3. Among the predictors derived from a digital ele-
vation model and a Landsat image, altitude and several vegetation indices provided the most information
content. The regionalized maps show particularly low water retention values in the lower Quinuas valley, which
go along with high prediction uncertainties. Due to the small size of the dataset, mineral soils could not be
separated from organic soils, leading to a high prediction uncertainty in the lower part of the valley, where the

Parameter tuning

soils are influenced by anthropogenic land use.

1. Introduction

Péramo ecosystems are found between 11°N to 8°S in the South
American Andes, forming a discontinuous belt between Venezuela and
northern Peru (Arroyo et al., 2013; Buytaert et al., 2006a). They are
providing water-related ecosystem services to Andean communities
(Asbjornsen et al., 2017; Viviroli et al., 2007) and are referred to as
sentinels for climate change (Dangles et al., 2017). Paramo soils are
identified as one of the most important biophysical components in
order to maintain hydrological services and understand the ecohy-
drological functioning of the system (Mosquera et al., 2015; Schneider
et al., 2016).

The soils which are described as volcanic ash soils with high organic
matter contents (Buytaert et al., 2007) have commonly high water re-
tention values (Buytaert et al., 2006a). Information regarding the spa-
tial heterogeneity of these soils' water retention curves (WRC) in the
form of high-resolution maps, including uncertainty estimates, is ne-
cessary for understanding, modeling, and management of these eco-
systems (e.g. Horta et al., 2014).

The WRC describes the volumetric soil water content (0) at
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equilibrium at different matric potentials (from here on, reported as the
logarithm of the height of the water column, pF). It is related to the size
and connectedness of pore spaces, soil structure, and texture, and to the
soil's composition (e.g. organic matter content, soil minerals)
(Rezanezhad et al., 2016; Tuller and Or, 2005). Knowledge of the WRC
is necessary to characterize the distribution and transport of water in
soils, which are both required for hydrological modeling.

Several methods that spatially interpolate and/or extrapolate from
point measurements are commonly applied. Most of the studies, that
regionalized soil data, focus on either of three approaches (Herbst and
Diekkru, 2006): regression approaches including multiple linear re-
gression as well as machine learning algorithms (e.g. Hengl et al., 2017;
Lief3 et al., 2016), geostatistical approaches (e.g. Goulard and Voltz,
1993; Sinowski et al., 1997; Voltz and Goulard, 1994), and hybrid
approaches (e.g. Haghverdi et al., 2015; Herbst and Diekkru, 2006).

In the case of the WRC, the regionalized variables are either single
retention values of the curve (e.g. at field capacity and permanent
wilting point, as in Haghverdi et al., 2015) or parameters of functions
used to describe the WRC (e.g. in Yang et al., 2015), like the van
Genuchten, Brooks-Corey or Campbell water retention functions (e.g.
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Khlosi et al., 2008; Too et al., 2014). An advantage of the latter is that
the employed function - and its predicted parameter values - can easily
be incorporated into simulation models (Wdsten et al., 2001). Specific
functions have been successful for certain parts of the WRC, certain soil
types or regions of the world, but none of them is universal (Botula
et al., 2014; Too et al., 2014). With the available information, the se-
lection of the appropriate function is at present largely determined by
convenience of the researcher (Too et al.,, 2014) and, therefore, re-
presents itself a problem that is out of the scope of this study.

The objectives of this study are to present new water retention data
of Paramo soils and to set up a model to regionalize point measure-
ments of the WRC at common pF values at the catchment scale using
the random forest algorithm (Breiman, 2001). In digital soil mapping it
has been used for manifold applications regarding different soil prop-
erties (Grimm et al., 2008; Guo et al., 2015; Hengl et al., 2015; Lief3
et al.,, 2016; Wiesmeier et al., 2011). Whereas, to our knowledge,
random forest has not been used to spatially predict the water retention
of soils, before. Thus, we take this opportunity to investigate its per-
formance in this regard and to estimate the relative importance of
predictor variables, which correlate with hydrological properties of
soils (e.g. Thompson et al., 2012). We are not aware of the existence of
any other studies that aimed to regionalize the WRC of Paramo soils,
before.

2. Methods
2.1. Research area

The Quinuas Catchment (Fig. 1) is located in the western part of the
Paute river basin and covers an area of approximately 93 km? com-
prising part of the Cajas National Park. Located at around 2.8°S and
79.2°W between 3000 and 4400 m.a.s.l. (Lief3, 2015), the catchment‘s
conditions match that of the wet Pdramo ecosystem (Arroyo et al.,
2013; Hofstede et al., 2003).

Due to its location in an inner Andean valley close to the Equator
and due to the relatively narrow transversal section of the Andes at
these latitudes, the climate of the catchment is influenced by air masses
coming from both the Pacific ocean and the Amazon basin (Buytaert
et al., 2006b; Celleri et al., 2007). Mean annual temperature in the
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catchment varies between 5.3 and 8.7 °C without seasonality, while
total solar radiation, wind speed, and rainfall vary seasonally (Carrillo-
Rojas et al., 2016; Cérdova et al., 2016). Mean annual precipitation
ranges from 900 to 1600 mm between 2980 and 4100 m.a.s.l. (Crespo
et al., 2011); year-round drizzle, accounts for 29% of the total annual
rainfall amount (Padrén et al., 2015). Rainfall is characterized by a
bimodal pattern with one early peak March/May, and the other in
October (Celleri et al., 2007; Padrén et al., 2015); following the October
rainfall peak, increased solar radiation in November leads to a relative
decrease of humidity. Because of the humid and cold conditions of the
Péaramo, along with volcanic ash inputs from the Quaternary volcanic
activity (Barberi et al., 1988; Buytaert et al., 2007), low density, porous
soils rich in organic material developed across the Paute basin (Buytaert
et al., 2007; Poulenard et al., 2003). The soils have a high water storage
capacity and a high saturated hydraulic conductivity (Buytaert et al.,
2006¢). The prevailing vegetation in the catchment is tussock grass
(Calamagrostis sp. and Festuca sp.), which is present in > 70% of the
area and coexists with cushion plants (e.g. Plantago sp., Valeriana sp.
and Gentian sp.), small forest patches of Polylepis sp. and Gynoxis sp. and
low shrubs like Weinnmannia sp. (Carrillo-Rojas et al., 2016). The oc-
currence of cushion plants increases above 4000 m.a.s.l. (Sklenaf and
Jgrgensen, 1999).

2.2. Dataset

2.2.1. Soil data

Undisturbed soil samples were collected with 100 cm?® steel cores of
4 cm height during a field campaign in 2014. The sampling design,
explained in detail by Lie® (2015), was based on the following tenets:
1) stratified random sampling according to landscape characteristics
and 2) accessibility of the area and sampling costs, while following the
concept that similar landscape positions carry similar soils with similar
soil properties. We used the “QC-arLUS” sampling design among the
four suggested designs in Lie3 (2015) but sampled only two of the se-
lected points in each landscape unit due to the time-consuming la-
boratory work in determining water retention curves. This resulted into
48 sampling locations. Samples were taken at 7 cm depth from the
surface (steel core sample from 5 to 9 cm) to avoid the root felt.

6 at pF 0, 0.5, 1.5 and 2.5 was measured by placing the water
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Fig. 1. Research area and sampling locations. a) Ecuador in South America, b) Research area within Ecuador, ¢) Location of sampling points within the research area (Overlaid hillshading
with light source from North-West). Topographical data use with permission from the Ecuadorian Geographical Institute (2013, national base, scale 1:50.000).
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Table 1
Predictors derived from the Landsat 8 image used as predictor variables. Physical inter-
pretations are based on (Carlson and Ripley, 1997; USGS, 2013b; Wiegand et al., 1991). - =
5 8 g
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© 2 g o <
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R 2
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Sl ECES2E £828S BrEEL o
11 PVI Reflectance 4 E T’H:E‘E-‘ég %"gg-’@: 3,3%%%3}"5
and 5 £|TE=E5: 25%:8 BEgsgg:sl
= 8 g =
12 TSAVI Reflectance 4 E| 5238882 82838 2252885
and 5
=]
«©
S 8
e .
4] <
. . . . [ 4 —
saturated steel core samples in a sandbox device and applying hanging g S v B
. . s =Y Q
water columns of increasing length (Durner et al., 2005; Veerman and a2 b £ E
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The digital elevation model (DEM) was derived from a 40 m dis-
tance contour lines shapefile provided by the Ecuadorian Instituto
Geografico Militar (IGM 2012, national cartographic base of scale
1:50,000) using the multilevel B-spline algorithm (Lee et al., 1997) and
preprocessed by filling the sinks. Terrain parameters were derived from
the DEM using the SAGA GIS software (System for Automated Geos-
cientific Analyses) (Conrad et al.,, 2015). The set of DEM-derived
parameters included in this study are related to 6, local climatic gra-
dients and vegetation patterns (Table 2). Definitions and physical in-
terpretations are based on Bohner and Antonic (2009), Bohner and
Selige (2006), Conrad (2012), Gruber and Peckham (2009), Iwahashi
and Pike (2007), Lief3 et al. (2016), Mercado et al. (2009), Moller et al.
(2008), Moore et al. (1991), Olaya (2009), Oliveira et al. (2010), Riley
et al. (1999), and Yokoyama et al. (2002). Elevation, slope, aspect, plan
and profile curvatures and flow accumulation are known as primary
parameters, being directly calculated from the DEM (Olaya, 2009). The
rest, known as secondary parameters, were computed from two or more
primary parameters. Terrain parameters are useful for soil re-
gionalization in environments where topography strongly influences
soil development (McKenzie et al., 2000). The parameters Terrain
Surface Convexity, Terrain Surface Texture and Terrain Ruggedness
Index (Table 2, ID 22-36) were calculated with search radii of 5, 10, 15,
20 and 30 cells. We checked for distribution function, outliers, colli-
nearity and variance of the response and predictor variables by means
of graphical methods (Zuur et al., 2010) to better decide on our mod-
eling approach and understand its limitations for our data. Our major
concerns were due to collinearity among predictor variables (Fig. 2),
extreme observations in both predictor and response variables and the
small size of our dataset. As a consequence, special importance has to
be given to predictor selection and the model training and assessment
procedure, as will be shown in Chapters 2.4 and 2.5.
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2.3. Random forest

Random forest models (Breiman, 2001) are ensembles of decision
trees. In each tree, the dataset is recursively partitioned into increas-
ingly homogeneous subsets regarding the response variable based on
the improvement of the residual sum of squares (RSS). All predictors are
tested at each split to decide which predictor and which value of the
predictor subdivides the dataset best. Random forest is regarded as a
non-linear, non-parametric method that is able to handle small-n-large-
p problems (Diaz-Uriarte and Alvarez de Andrés, 2006; Gromping,
2009; Strobl et al., 2007; Touw et al., 2013), seldom overfits (Breiman,
2001; Hastie et al., 2009a, 2009b) and is relatively robust to outliers
and noise (Diaz-Uriarte and Alvarez de Andrés, 2006).

Random Forest differs from decision tree models in growing many
trees instead of a single decision tree and averaging the results. The
number of trees is referred to as ntree. Model strength is achieved by
two means: (1) by varying the input dataset, i.e. taking a bootstrapped
sample of size equal to two-thirds of the full dataset for training each
tree, and (2) by varying the tree model structure, i.e. selecting a random
predictor subset from all predictors at each tree node. The size of this
predictor subset - here referred to as mtry - remains the same for the
whole forest. The observations left out from model training, called “out
of bag” (OOB), are used to estimate model accuracy (Breiman, 2001).
For regression models, the prediction error is returned as mean squared
error (MSE) (Gromping, 2009). We used the train() function of the R
package caret for model training and employed as a dependency the
implementation of randomForest() by Liaw and Wiener (2002). The
set.seed(120) function was used in order to obtain reproducible results.

Two variable importance metrics are returned by random forest: (1)
the increased node purity, which attributes the improvement in the
split-criterion RSS as importance measure to the splitting variable
(Hastie et al., 2009a, 2009b), and (2) the permutation importance (also
known as MSE reduction) (Gromping, 2009). Variable importance is
commonly used to aid in the interpretation of the dataset by uncovering

Fig. 2. Correlation plot of predictors. Black dots corre-
spond to positive values and grey dots to negative values of
Pearson's correlation coefficient. The size of the dots re-
presents the magnitude of the coefficient.
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No predictor selection Predictor selection

Tuning 1 Tuning 2 No tuning
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Fig. 3. The six model setups (MS) including two ntree values, mtry tuning, and predictor
selection.

interactions between predictor variables (Breiman, 2001; McKinney
et al., 2006; Touw et al., 2013; Wright et al., 2016), identifying im-
portant predictor variables and as a filter to remove non-informative
predictor variables (Diaz-Uriarte and Alvarez de Andrés, 2006).

2.4. Model setup

Especially in the case of small datasets, the influence of model
parameter tuning and predictor selection on model performance in
machine learning seems worthwhile investigating. To understand the
effect of predictor selection and mtry tuning while using different ntree
values, we tested six model setups. In Fig. 3 tuning refers to the process
of selecting the best mtry. Predictor selection was done with “Recursive
Feature Elimination” (RFE). Both tuning and RFE, are explained in
detail below.

2.4.1. Model parameter selection

The idea behind tuning is to find the value for the one or several
parameters that produce the minimum in the test error curve (Hastie
et al., 2009a, 2009b). According to Breiman (2001), reducing the cor-
relation between any two trees in the forest and increasing the strength
of individual trees decrease the prediction error. Reducing mtry reduces
both correlation and strength. Hence, mtry is a sensitive tuning para-
meter to improve model performance. The default mtry value of ran-
domForest() (Liaw and Wiener, 2002) relates to the number of pre-
dictors (p) and is p/3. However, as with any machine learning
algorithm, the optimal parameter value depends on the data (Hastie
et al., 2009a, 2009b). In the case of random forest, this is particularly
true for datasets with correlated predictor variables, for which several
mtry values should be considered (Strobl et al., 2008). When using a big
number of predictors- several of which might be noise - the optimal
mtry would be higher than the default (Breiman, 2003; Genuer et al.,
2010). Breiman (2003) recommends trying as well with half of the
default value and twice of the default value. We used the tuneGrid ar-
gument in the train() function of caret to search for the optimal mtry
within a predefined range of mtry values. This is based on the sugges-
tions that (1) the optimal mtry should be around p/3 (Breiman, 2001;
Liaw and Wiener, 2002), and (2) if several predictor variables are noise,
the optimal mtry would be higher than p/3 (Breiman, 2003; Genuer
et al,, 2010). Accordingly, a one-dimensional grid search was im-
plemented with two different parameter ranges referred to as Tuning 1
and Tuning 2: )

Tuning 1: miry = g I ...,§ +n;forn=1,2,3,4,5.
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Tuning 2: mtry = z?p —-n, ...,2—p

> ...,%p+n;forn= 1,2,3,4,5
According to Breiman (2003), random forest can grow as many trees
as desired and it will not overfit. In contrast, Hastie et al. (2009a,
2009b) suggest that too many trees would result in too rich a model,
which could increase the variance. Here, we set ntree to 500 or 1000

instead of tuning it.

2.4.2. Predictor selection

The purpose of predictor selection for supervised learning methods
is to increase model accuracy or to reduce model complexity (Kuhn and
Johnson, 2013). Kuhn and Johnson (2013) showed that including non-
informative predictors in a random forest model leads to moderate
degradation in performance. In predicting soil organic carbon stocks
with random forest, Lie et al. (2016) and Xiong et al. (2014) showed
different degrees of improvement in model performance using different
predictor selection algorithms. Using the Boruta selection algorithm,
LieR et al. (2014) showed that the prediction of one out of three soil
parameters improved. Because of the potential influence of predictor
selection in model performance, we tested two approaches: (1) without
predictor selection (model setups 1 to 4, Fig. 3) and (2) with predictor
selection (model setups 5 and 6, Fig. 3), using the RFE algorithm
(Guyon et al., 2002; Kuhn and Johnson, 2013).

RFE is a backward predictor selection algorithm that uses the per-
mutation importance measure of random forest as a ranking criterion
(Kuhn and Johnson, 2013). The permutation importance is computed
by measuring how the OOB prediction error changes when the model
loses access to the true values of a given predictor variable, i.e. when
the association between the response variable and a predictor variable
is broken. To simulate this “induced independence” between the re-
sponse variable and a predictor variable, the OOB values of the pre-
dictor variable are randomly scrambled, i.e. permuted. To get the im-
portance measure, the MSE is calculated before and after permutation
of the observations, and the difference is averaged over all trees. These
differences are often expressed as percent of the maximum (Gromping,
2009; Hastie et al., 2009a, 2009b). According to Gregorutti et al. (2016)
RFE reduces the effect of correlated predictors on the importance
measures of random forest.

The rfe() function implemented in caret (Kuhn, 2008, Kuhn and
Johnson, 2013) incorporates a resampling step that deals with concerns
due to selection bias (Ambroise and McLachlan, 2002) and improper
use of resampling (Kuhn and Johnson, 2013). In the case of the models
trained with RFE, mtry is set to p/3 and varies only due to the number of
predictors selected by the model. The search for the best number of
predictors is controlled by a search interval, with the argument sizes of
the rfe() function, whose default is 2" with n = 2, 3, 4. We expanded the
search interval to sizes = 1:10, 10, 15, 20, 25, 30, 36.

2.5. Modeling procedure and model assessment

The man aim of modeling is to form a robust model. Statistical
learning algorithms are highly adaptable, which means that they can
very easily overemphasize data structures that are not reproducible.
Many algorithms include sensible tuning parameters which further
strengthens the algorithms' flexibility. Accordingly, overfitting is an
aspect which has thoroughly been discussed in the literature (e.g.
Hastie et al., 2009a, 2009b; Hawkins, 2004). To avoid overfitting and
obtain robust model performance estimates, usually, some sort of re-
sampling is used; models are trained and evaluated on various data
subsets. The training set is used for model training and tuning, the test
set is used to evaluate the model's predictive performance. Finally, for
model tuning it is a good choice to also use resampling in order to
obtain robust tuning parameter values (e.g. Hastie et al., 2009a, 2009b;
Kuhn and Johnson, 2013). The same applies for predictor selection.

Along the validation steps that we followed, we differentiate be-
tween model setups, models and model runs. Each model setup is
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characterized by a combination of mtry tuning, ntree setting, and/or
predictor selection (Fig. 3). Model setup validation is done by 5 times
repeated 10-fold cross-validation (5R10CV). Accordingly, 50 training
sets were created from the dataset, a model is trained with each of them
and validated with the remaining test set data (left box, Fig. 4) resulting
in 50 models and 50 predictions respectively. The median of these 50
predictions will be displayed on a map, the interquartile range (IQR)
will be used as a site-specific performance estimate. Each of the models
is trained with a certain mtry and p determined by tuning and predictor
selection, respectively. Parameter tuning and predictor selection are
also done by 5R10CV (right box, Fig. 4).

The complete procedure of model tuning, predictor selection, and
model setup validation involves a number of steps illustrated in Fig. 4.
For each model setup, the full dataset was partitioned in step 1, using
5R10CV via the function createMultiFolds() of caret. This resulted in
50 training and test sets of n = 90% and n = 10% of the full dataset,
respectively. Each of the thereby created training sets was partitioned
into 50 “sub” training and test sets to conduct predictor selection and
parameter tuning via SR10CV in step 2 This was implemented using the

function trainControl() or rfeControl() of caret. In step 3, several model
runs were conducted each of which tried a different mtry; or p;, ac-
cording to the tuning or predictor selection procedure defined by the
model setup (Fig. 3). The performance of each model run was assessed
by calculating the 50 RMSE (RMSEyr) based on the “sub” test sets in
step 4. The model run with the lowest median RMSEyz was identified
and its mtry (mtryselect) O P (Pselect) Was selected in step 5 to define a
model. In step 6, each model was trained based on the particular training
set with the specified mtrygelect and Ppseiect- The corresponding test set
RMSE of each model (RMSEy) was calculated and stored in step 7
(Casella et al., 2006; Hastie et al., 2009a, 2009b), the actual model
assessment. Altogether, this means that for each pF six model setups
were tested resulting in 50 models each.

3. Results and discussion
3.1. Water retention data

The 6 values measured at different pF values ranged from 0.36 to
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0.94. With increasing pF, the median 6 decreased from 0.85 at pF 0 to
0.68 at pF 2.5 and its distribution became more skewed towards low
values (Fig. 5). Some of the samples show comparatively much lower 6
values at almost all pF values and even exceed the boxplots' fences in
Fig. 5. However, compared to the other samples which have organic
carbon contents and bulk densities which are typical for organic soils,
their bulk densities are significantly higher (0.81 to 0.52) and their
carbon contents are significantly lower (8.8% to 24%) (data not in-
cluded) indicating that these samples correspond to soils with a higher
proportion of mineral components. These observations were therefore
not treated as outliers but kept in the dataset. However, the dataset also
includes samples which have comparatively low values in both, organic
carbon content and bulk density, and we assume that these are soils
with andic properties. Altogether, data mining has shown (results not
included) that particularly for these Paramos soils, the distinction be-
tween organic and mineral soils due to the organic carbon content re-
ported in textbooks and field guides for soil survey (e.g. Blume et al.,
2010; FAO, 2006) subdivides the soil continuum by mere definition.

Most of the observed water retention values are similar to data from
other Paramo areas in south Ecuador (Buytaert et al., 2005) and data
from other peat soils (Boelter, 1966; Gnatowski et al., 2010; Schwarzel
et al., 2002; Schwirzel et al., 2006), but higher than values obtained for
Andosols (Arnalds et al., 2007) and mineral soils from Europe (Hewelke
et al., 2015). According to Buytaert et al. (2005, 2006a, 2006b, 2006¢),
histic Andosols from Paramo landscapes have an open and porous
structure, which is stronger than that of peat soils. It is not clear though
whether the water retention might be controlled by similar factors. In
the case of peat soils, the most important controlling factors are the cell
structure of the plant residues, i.e. the percentage of plant tissue (Weiss
et al., 1998) and the degree of organic matter decomposition (Boelter,
1966, 1969; Rezanezhad et al., 2016). Minaya et al. (2016) studied the
plant residues of Paramo soils in northern Ecuador and their relation to
the degree of decomposition and altitude. In their study, they identified
a higher decomposition degree related to acualescent rosettes and
cushions than tussock species. Because similar plants are observed in
the Quinuas catchment, we hypothesize that the composition of plant
residues might play a role as well in the soils we studied.

Soils of Paramo ecosystems in Ecuador have been referred to as
volcanic ash soils with high organic carbon contents and hydric
Andosols (Buytaert et al., 2006¢, 2007) and thus, similarities regarding
water holding mechanisms are expected. Water retention could be due
to absorption/adsorption by short-range ordered minerals or com-
plexation with cationic metals. It is expected that the histic Andosols
widespread in Paramo landscapes from southern Ecuador favor the
second mechanism (Buytaert et al., 2005). Compared to peat soils and
Andosols, there is a lack of understanding about the relative contribu-
tion and interplay of andic and organic materials regarding the water
retention at different pF values in Pdramo ecosystems.

3.2. Model tuning and predictor selection

The outputs of the model selection procedure were 50 models for
each model setup and pF, each of which was defined by a certain ntree,
mtry and p (step 5, Fig. 4). Fig. 6 shows the boxplots of the selected
MUTYselece Values after tuning. Please remember that model setup 5 and 6
do not involve any mtry tuning (Fig. 3). The observed variation of mtry
in these two model setups is caused by predictor selection, because

Pselect

mtryselect = 3

For model setups 1-4, at pF 0, 0.5 and 1.5, mtry values (mtryseec)
close to the maximum of their search intervals were selected: close to
19 predictors in the case of model setups 1 and 2, 32 in the case of
model setups 3 and 4, suggesting that even higher mtry values might
have had to be checked. At pF 2.5 the situation is different: for model
setups 1 and 2 the selected mtry values (mtrys.,) are again close to the
maximum, but for model setups 3 and 4, the selected mtry values
(Mtryserec) are close to the minimum. This suggests that the smallest

106

Geoderma 316 (2018) 100-114

median RMSEyr might have been reached at some point between the
mtry search intervals of Tuning 1 and Tuning 2. Regarding the spread of
the selected mtry (mtry;e..) within the same tuning procedure, in sev-
eral cases, the model setup with ntree = 500 showed a larger variability
than with ntree = 1000. Within the same ntree, the variability of
MiTYselece Values was generally larger (all pF) for model setups tuned
with higher mtry values (Tuning 2) compared to those that were tuned
with lower mtry values (Tuning 1). As for the number of selected pre-
dictors (model setups 5 and 6), Fig. 6 shows a decreasing number of
Dselec: (mtry*3) with increasing pF. Few predictors provide sufficient
information to predict water retention at higher pF values. A low spread
of selected p (Pserece) is Observed at all pF values, except for pF 0.5.

Fig. 7 and Fig. 8 show the RMSEyr (Fig. 4, step 4) related to the
tuning of mtry and the predictor selection in the form of test error
curves. In Fig. 7 the values of the light grey lines corresponding to each
mtry; value are the 50 RMSEyg for each model run. The dark grey and
black lines correspond to the mean and median RMSEyg. The mtry
value corresponding to the lowest median RMSEyr (Mtry;eec) Was se-
lected to define a model. In Fig. 8 the values of the light grey lines
corresponding to each p; value are the 50 RMSEyr for each model run.
The dark grey and black lines correspond to the mean and median
RMSEyg. The number of predictors, p, corresponding to the lowest
median RMSEyr (Dseiect) Was selected to define a model. The higher mtry
values of the Tuning 2 search interval applied for model setups 3 and 4
lead to lower RMSEyr values (Fig. 7). This can be observed for the
models adapted for the water retention at pF 0, 0.5 and 1.5, while mtry
tuning does not seem to have a large impact on the models predicting
water retention at pF 2.5. The tendency towards a mtry;e.., value at the
higher end of the Tuning 1 search interval and the lower end of the
Tuning 2 search interval for the models corresponding to this pF value
could also be observed in Fig. 6. The rather steep negative slope of the
RMSEr trend curves for model setups 1 and 2 compared to model
setups 3 and 4 (pF 0.0, 0.5, 1.5) indicate a comparatively higher mtry
tuning importance for the Tuning 1 search interval which surrounds the
mtry default value of p/3 (Fig. 7). The error curves of the mean and
median RMSEyR for the predictor selection procedure (Fig. 8) do not
show much difference for model setups 5 and 6 indicating that the
number of trees does not impact predictor selection. While the error
curves of the mean and median RMSEy;z show well-defined minimum
peaks for pF 1.5 and 2.5 at a low number of predictors and at least an
initial rapid decrease for pF 0.5, the error curves of the mean and
median RMSEyr for pF 0.0 indicate the necessity of a high number of
predictors which can also be observed from Fig. 8.

Fig. 7 and Fig. 8 report the error scenarios that happened during the
cross-validated model tuning and predictor selection procedure. For
studies that don't use resampling, the tuning or predictor selection
procedure could be represented by any of the light grey curves. The
representation of the many possible realities regarding tuning and
predictor selection is seldom reported though. Given the variability
between these curves, whether a study uses resampling or not - espe-
cially when dealing with small datasets - should be taken into account
when interpreting the uncertainty of the predictions.

3.3. Model assessment and model setup selection

Predictions overestimate 6 at low values and underestimate it at
high values, which results in a linear trend of the residuals (Fig. 9). The
largest positive residuals account for c. 20% of the maximum 6 values
for the models for all four pF values. The size of the largest negative
residuals is influenced by those few rather low 6 values typical for
mineral soils (Fig. 5). Due to their low number the initially observed
“outliers” cannot be separated from the other samples within the
random forest recursive partitioning procedure. This is owed to the fact
that the minimum amount of samples per tree node was set to 5. And
reducing this number would have reduced model robustness. This effect
increases with increasing pF values. It indicates that the adapted models
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Fig. 6. Boxplots of the 50 selected mtry values (mtryselect) for each model setup (MS) and pF value. The lines serve as references. The solid dark grey lines correspond to the total number
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variation is due to predictor selection.

cannot well predict water retention at pF 1.5 and 2.5 for mineral soils
within the area and model performance would improve if those mineral
soil samples were treated as outliers and removed from the dataset. The
small size of the dataset, containing a few extreme observations was too
small to capture landscape complexity. This was expected, but could
not be avoided due to the limited available lab capacities. A similar
pattern of residuals is reported in other studies concerning the re-
gionalization of soil properties with random forest (Hengl et al., 2017;
Mulder et al., 2016; Shangguan et al., 2016; Xu et al., 2016) and has
been attributed to small datasets and underrepresented values of the
target variable (Mulder et al., 2016) or to the prediction algorithm of
random forest, which computes the unweighted average of the collec-
tion of trees (Xu et al., 2016). This creates results biased towards the
sample mean, and, consequently, under/overestimation of large/small
values of the target variable. The dataset, which was constrained in size
and distribution due to site accessibility, sampling costs and lab capa-
cities, sets our study apart from others like Haghverdi et al. (2015),

Herbst and Diekkru (2006), Saito et al. (2008) and Voltz and Goulard
(1994) who predicted soil water retention in gently sloping terrains and
used regular and/or dense sampling designs, which allowed for the use
of geostatistical and “hybrid” regression-interpolation approaches.

Fig. 10 summarizes the prediction errors (RMSEy;) of the 50 models
for each model setup and pF. The model with the best predictive per-
formance for each pF due to the lowest median RMSE,; is marked in
grey. With increasing pF a slight increase of the median RMSEy; is
observed: The lowest median RMSEy; is 0.040 at pF 0 (MS2) and in-
creases to 0.061 at pF 2.5 (MS4). The range of variation of RMSE,; also
increases with increasing pF, observable from the bigger size of the IQR,
the larger extent of the fences and the increase of extreme values. Al-
together, model setup performance was similar in terms of median
RMSEy; and range of variation. Slight differences of the median RMSEy
and the RMSE), inter-quartile range (IQR) are nevertheless observed,
most notably at pF 2.5: the IQR of RMSEy, values differs among model
setups that were built with different mtry tuning ranges, e.g. compare
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model setups 2 and 4, as well as among model setups with the same
mtry tuning range but different ntree, e.g. model setups 1 and 2. Re-
garding the median RMSEy;, model setups 5 and 6 have lower values
than the rest.

Fig. 7 and Fig. 8 show that mtry tuning and predictor selection
improve model performance. A certain number of predictors are ne-
cessary to form a good model whereas adding further predictors beyond
this point does not lead to further improvement. In contrast to this,
predictor selection results for pF 0 (Figure 6and 8) indicate that the
predictive performance (Fig. 10) could have been further improved by
more predictors. And waiving predictor selection in this particular case
might have led to an even better predictive performance. In all the
other cases, it will surely help when interpreting the model results
within the landscape context as it leads to less complex models. mtry
seems to be a more sensitive parameter (Fig. 7). However, improvement
in RMSEyr due to the tuning procedure was neglectable small. Other
studies on tropical mountain soil-landscapes in Ecuador support the
finding that the impact of tuning procedures on the prediction error is
dataset dependent (Hitziger and Lief3, 2014; Liel3 et al., 2014, 2016).
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The variability within this small dataset is rather high. As a con-
sequence, model setup comparison due to the tuning RMSEyr and the
predictive performance (RMSEy;) does not necessarily go in line with
one another. Regarding mtry tuning for pF 0, 0.5 and 1.5, model setups
3 and 4 lead to lower RMSE)r values compared to model setups 1 and 2
(Fig. 7). Accordingly, the model setup with the best predictive power in
the case of pF 0.5 and pF 1.5 is model setup 3 (Fig. 10). On the contrary,
for pF 0 model setup 2 was selected. For pF 2.5 the best model setups
involved predictor selection instead of mtry tuning; the median number
of selected predictors was 5. Relating the highlighted box-plots shown
in Fig. 10 with the model setup characteristics shown in Fig. 3 reveals
that, at all pF values but pF 0, the model setups with the best predictive
performance were trained with 500 rather than 1000 trees indicating
that the number of trees is, in fact, a model parameter which needs to
be selected with care.

3.4. Spatial prediction

Fig. 11 shows the spatial predictions of the median (top row) and
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-log10(IQR) (lower row) 0 values at the different pF values. The applied
color scale of the map legend is based on parameter quantiles. Because
the lowest and highest IQR differ by almost two orders of magnitude,
and most of the values are in the middle range, the log;o transformation
was used to color-differentiate the IQR distribution.

At pF 0 the highest 6 values (0.85 to 0.9) are distributed as narrow
stripes in tributary valleys and on the north-eastern exposed slopes of
the Quinuas River valley. Values of the next lower quantile (0.83 to
0.85) are located on the summits and upper slopes. At pF 0.5 and 1.5
the three highest quantiles follow a similar distribution, but the areas
with the highest median 6 values become narrower on the upper tri-
butary valleys and almost disappear downstream. At pF 2.5 most
median 6 values range between 0.67 and 0.7, and along the ridges,
median 0 is around 0.65. Finally, at all pF values, lowest 6 values are
observed in the lower part of the Quinuas river valley.

High IQRs correspond to low 6 values which clearly shows the im-
pact of the initially discussed extreme values (Fig. 5) corresponding to
mineral soils. Areas with the lowest 0 values include both, mineral and

109

organic soils which could not be separated by the random forest models
and are, therefore, assigned to the same area resulting into high model
residuals and a high IQR in the predictions. At all pF values, the most
uncertain predictions are located in the Quinuas valley. For pF 0 and
0.5, moderately uncertain predictions are located on the upper slopes
and summits, whereas at pF 1.5 and 2.5 moderately to highly uncertain
predictions are observed as broad stripes on the summits and slopes.
The most important predictors associated with the selected model
setup for each pF, which may explain the spatial patterns of water re-
tention (Fig. 11) are shown in Fig. 12. Importance scores which account
for < 5% of the median score of the most important predictor (around
0.002) are not displayed. This resulted in six predictors for pF 0 to 1.5
and five predictors for pF 2.5. The order of importance of the top four
predictors, altitude (ID 13), NDVI (ID 9), TSAVI (ID 12) and NDWI
(ID10) remains the same for pF 0 to 1.5. Among the fifth and sixth most
important predictors are reflectance 4 (ID 3), PVI (ID 11) and positive
openness (ID 41). The latter distinguishes ridges from valley structures.
We found that the importance of altitude (ID13) decreased relative to
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Fig. 9. Scatterplot of residuals versus measured water content (8). For each observation, there were 5 predictions due to the 5 repetitions of the 10-fold cross-validation.

the importance of vegetation indices with increasing pF, to the point
that, at pF 2.5, the order of importance reverses: here the top four
predictors are vegetation indices and the least important is altitude.
Geroy et al. (2011), Pachepsky et al. (2001) and Seibert et al. (2007)
among others found topographic features useful in predicting soil water
retention in mineral soils. Altitude as well as positive openness and of
course the vegetation indices in the here studied Paramo landscape
refer to the relatively higher importance of the spatial vegetation pat-
tern in our models which can be attributed to the high organic carbon
content of the soils, so that the type of the decaying plant material has a
high impact on water retention in Paramo soils as was also suggested by
Suarez et al. (2013). Pine forest plantations and pastures on the
floodplains below the tree line (3440 m.a.s.l.) of the area indicate soil
cultivation. Fluvial deposits and/or erosion of the organic topsoil to-
gether with soil cultivation might have contributed to the higher mi-
neral soil content and the resulting lower water retention in this part of
the catchment.

Landsat images representing vegetation type and soil exposure vary
in time. The same applies for the vegetation indices calculated from
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them. Accordingly, a more robust approach would be to use a time
series of satellite images. However, due to the frequent cloud cover and
the temporal resolution of Landsat 8, this was not possible. Sentinel 2
data provide a chance to improve this situation (Paloscia et al., 2013).
We tested soil bulk density, sessile drop contact angle data, and soil
organic carbon content as additional predictor variables without im-
provement of the prediction error (data not shown). Future work should
aim to find area-wide proxies of soil chemistry regarding mineralogy,
organo-metallic complexes and degree of organic matter decomposi-
tion. In this regard, satellite images with higher spectral resolution
might be useful, e.g. as shown in Garfagnoli et al. (2013) and Steinberg
et al. (2016). Alternatively, using proxies in the form of soil point
measurements require regionalization, which pose some difficulties
because 1) correlation lengths of soil hydraulic properties and soil
physicochemical properties differ at the catchment scale (van der Keur
and Iversen, 2006), and 2) it would require an extensive and con-
comitantly expensive sampling campaign to allow for interpolation
approaches. Nevertheless, soil point measurements could be used to
increase the database of water retention values in Paramo soilscapes
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using pedotransfer functions, as has been done in temperate regions
(e.g. Haghverdi et al., 2015 and Herbst and Diekkru, 2006). This would
reduce labor costs — and time — and decrease the prediction error.
Pachepsky et al. (1999) and (Botula et al., 2014) reviewed several ap-
proaches to predict soil water retention in mineral soils of temperate
and tropical regions using pedotransfer functions. Among the most
common predictors are bulk density, particle size distribution, organic
carbon content, soil water potential, the geometry of the pore network,
specific surface area, and cation exchange capacity. However, in the
case of soils of Paramo ecosystems, new functions need to be developed
that account for the role of soil organic matter and the particular mi-
neralogy and chemistry that characterize them.

4. Conclusions

Through a precise methodological insight, we portrayed the large
variability inherent in tuning and predictor selection using random
forest. Due to the applied resampling methodology for model assess-
ment via repeated 10-fold cross-validation an ensemble of 50 models is

trained on different data subsets. As a consequence, any spatial pre-
diction needs to be realized based on all 50 models. To guarantee for
the robustness of the selected model parameters and predictors for each
of the models, resampling was used for model tuning and predictor
selection, respectively. Reporting the applied tuning, predictor selec-
tion, and resampling methods should become more widespread, be-
cause of their strong effect on the uncertainty of predictions and on the
selection of important predictor variables.

Predictor selection helped in reducing model complexity aiding
model interpretation. The most important predictors were altitude,
positive openness — although just at pF 0.5 — and vegetation indices. On
the regionalized maps, low median 6 values were consistently observed
for all pF values in the valley of the Quinuas River. This is likely due to
a strong altitudinal control on major vegetation changes and land use,
which are reflected in the vegetation indices. Due to the high variability
in the small dataset, it is particularly these areas which display a high
IQR due to the fact that mineral soils could not be separated from or-
ganic soils when adapting the random forest models.

The adapted models performed the best predicting 6 between ca.
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0.0001, i.e. below ca. 5% of the expected median of the most important predictor (around 0.002) are not shown.

0.55 and 0.9 (vol/vol). Within this range, the different model setups
returned residuals whose relative magnitudes were + 20%. The highest
prediction errors at each pF were obtained for low 6 and correlated with
samples of high bulk density and low carbon content. Additionally,
higher residual values were observed with increasing pF. This points to
active mechanisms of water retention above pF 0.5, which are not re-
presented by our predictor variables.

Possible explanations for the trend of the residuals are under-
representation of samples typical for mineral soils — and in parallel, the
susceptibility of random forest to extreme observations — and missing
predictors that reflect the chemistry of the soil and/or are less time-
dependent. Furthermore, data mining has shown that particularly for
Péramos soils, there is no clear distinction between organic and mineral
soils. The common differentiation due to the soil's organic carbon
content subdivides the soil continuum by mere definition.

Although we regard our methodology as transferable to other
Péaramo regions, future work should strive to reduce the uncertainty of
the predictions by improving any of the mentioned factors.
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