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Abstract: Health problems in older adults lead to situations where communication with peers, family
and caregivers becomes challenging for seniors; therefore, it is necessary to use alternative methods
to facilitate communication. In this context, Augmentative and Alternative Communication (AAC)
methods are widely used to support this population segment. Moreover, with Artificial Intelligence
(AI), and specifically, machine learning algorithms, AAC can be improved. Although there have been
several studies in this field, it is interesting to analyze common phrases used by seniors, depending
on their context (i.e., slang and everyday expressions typical of their age). This paper proposes a
semantic analysis of the common phrases of older adults and their corresponding meanings through
Natural Language Processing (NLP) techniques and a pre-trained language model using semantic
textual similarity to represent the older adults’ phrases with their corresponding graphic images
(pictograms). The results show good scores achieved in the semantic similarity between the phrases
of the older adults and the definitions, so the relationship between the phrase and the pictogram has
a high degree of probability.

Keywords: semantic similarity; pre-trained models; natural language processing; text mining; neural
network; word embedding; pictogram

1. Introduction

Communication is one of the greatest needs of human beings since interaction with
our fellow human beings allows us to develop, learn, and work to express ideas and
feelings. As people age, they often face physical and cognitive challenges that hinder their
ability to convey their needs, thoughts, and emotions. Among visual, speaking, or hearing
limitations there are some physical problems, while on the mental level there is memory
loss or senile dementia [1]. Additionally, the inability to maintain adequate communication
can lead to isolation and loss of social connections due to fear of rejection, ridicule, or lack
of trust. It can increase the risk of severe depression and significantly affect their quality of
life [2].

Although communication problems are common in older adults, they are not exclusive
to this population segment. Many children and adolescents suffer from disorders, such
as autism spectrum disorders or cerebral palsy, which prevent them from having a fluid
interaction with their social environment. It can impact their well-being and self-esteem or
intensify bullying problems. For these reasons, it is essential to use alternative methods that
facilitate communication while promoting an inclusive environment of patience and respect.

Augmentative and Alternative Communication (AAC) techniques and tools have been
widely used to support integrating individuals with verbal or gestural communication
limitations. These tools, systems, devices, or strategies help people communicate when
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they have different communication difficulties, including speech impediments [3]. AAC
are divided into two groups: (i) AAC that does not require physical aids such as facial
expressions, sign language, and gestures and (ii) AAC that uses physical aids, especially
with high-tech, such as speech voice devices, reproduction of recorded-synthesized phrases,
through text-to-speech software [4]. Additionally, there are two categories in AAC systems:
systems that use text or typing, called text-based AAC, and those that are supported by
symbols or images that represent those words (pictograms), called symbol-based AAC [5].

The advancement of technology, especially Artificial Intelligence (AI), has allowed us
to improve the efficiency of systems that use transfer learning algorithms to train speech-
to-text models to improve communication. However, the success rate varies constantly due
to constant changes in popular native speaker slang, creating ambiguity in terms used by
older adults [6].

Combining machine learning tools with AAC techniques offers excellent potential
to facilitate and improve communication with older adults [7]. Therefore, developing
technologies that adapt to needs, abilities, and limitations is mandatory, which holds
substantial advantages for the population. This enables older adults to maintain their
autonomy, engage actively in conversations, and connect with their family, friends, and
caregivers in daily activities. Also, it can help to combat the potential loneliness and
isolation often associated with aging.

For this reason, this paper proposes a semantic analysis of the context in verbal
expressions that older adults usually use and the corresponding meanings of the phrasing
from different sources. Hence, we used Natural Language Processing (NLP) techniques
and a pre-trained language model to understand the particularities and the connotations
implicit in the verbal expressions of older adults, using semantic similarity and later
matching those verbal expressions with a pictogram. Previously, it was essential to extract
and preprocess the data to analyze and evaluate the textual semantic similarity of those
expressions with algorithms such as cosine similarity.

The rest of this document is organized as follows. Section 2 includes a summary of the
studies related to the proposed research. Section 3 describes the materials and methods
used. Section 4 details the results found. Finally, Section 5 presents the conclusions and
further research directions.

2. Related Work

In recent years, AAC has relied on technological tools to support communication. In
this context, multiple studies have proposed the integration of databases of pictograms
and their definitions to use NLP techniques in applications that allow the recognition
or automatic generation of these symbols. Schwab et al. [8] propose the integration
of the Argonese Center of Argumentative and Alternative Communication (ARASAAC)
pictogram database with the WordNet lexicon database as a prerequisite for generating tools
that use NLP. The integration presented problems such as the identification of pictograms
with a similarly tagged identification and different semantic meanings, i.e., mouse (animal)
vs. mouse (computer device), the difficulty in interpreting the original meaning of the
pictograms and the analysis of words that depend on the context, such as verbs. The
resulting database is publicly available and can be used in languages other than English.

Another work involving NLP and pictograms is presented by Norré et al. [9], through
the Word Sense Disambiguation (WSD) task that automatically translates French dialogues
between doctors and patients with intellectual disabilities into ARASAAC pictogram se-
quences. For this purpose, they evaluate different pre-trained language models and Word
Embeddings models. The results demonstrate that the Word2Vec Skip-Gram implemen-
tation significantly improved the accuracy of the translations by obtaining an accuracy
of 73%.

Beyond structuring databases that perform a correspondence between pictograms
and their meaning, some studies have developed applications that have allowed tests to
translate text or voice towards pictograms. Pictalky is a program aimed at children up to
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14 years of age with language problems caused by intellectual disability or autism [10].
The application captures spoken sentences and automatically generates a sequence of
equivalent pictograms using a speech-to-text transformation system, a grammar correction
module, a module that transforms text to pictograms (n-gram mapping), and a system for
handling text that does not have a representation. The transformation was successful in the
tests, and a robot was even developed to improve interaction with infants.

Cabello et al. [11] structure a system that generates phrases with pictograms from
a processed text representing the meaning of the information entered. The NEWS1709
database was used to train the model, and the ARASAAC database as a source of the
pictograms. The information entered is subjected to text preprocessing techniques (lemma-
tization, filtering of irrelevant terms and spelling errors) to apply Word Embeddings and
topic model methods, which allow the generation of sentences from which the most appro-
priate pictograms can be recovered, with an average accuracy of 74%. Similarly, Bautista
et al. [12] developed a tool called AraTraductor that allows translating Spanish text into
pictograms, using NLP techniques to improve results. The application uses the ARASAAC
database, and the entered text is parsed using the Maltparser system. An analysis of
n-grams (sequence of the n-words in the modeling of NLP) and lemmas that represent a
pictogram is performed to enhance the translation.

To improve the communication of children with cerebral palsy, the Accelerated CA2JU
and Illustrated CA2JU systems were developed, which allow predicting the words of a
sentence as a user enters them and converting a sentence, written in Portuguese, into a
sequence of pictograms that represents it [13]. The second system uses tools such as a
Naive Bayes classifier and an entity name recognizer to create meaningful glyph sequences
validated during testing.

Meanwhile, another tool that facilities the communication of people with cerebral
palsy is presented by Pahisa-Solé and Herrera-Joancomartí [14]. This companion system
transforms the telegraphic language resulting from pictogram-based AAC systems into
natural language so that people with cerebral palsy can learn new language skills and
improve their quality of communication. This system demonstrated an average increase
in the communication rate of 41.59% in tests performed on four participants in Spanish
and Catalan.

Another application that assists communication with people with autism spectrum
disorder is PictoEditor, which uses pictograms that are added to form phrases in Spanish,
the same ones that can be heard or shared with other people [15]. This application uses the
ARASAAC database, and its strength lies in its implementation of pictogram prediction
mechanisms based on their frequency of use or by label classification. Combining both
techniques was enough to present the pictograms with the highest use probability.

3. Materials and Methods

The methodology used in this article was divided into four steps: (i) data Extraction,
(ii) Data Preprocessing, (iii) Analyzing Semantic Similarity, and (iv) Evaluation. Each step
was represented with the Systems Process Engineering Metamodel 2.0 (SPEM), as shown
in Figure 1.

The initial process was focused on extracting the definitions required for the pic-
tograms from three different sources such as ARASAAC, Royal Spanish Academy (RAE),
and Wikipedia. Then, conventional preprocessing techniques were applied to the sentences
of older adults in the data preprocessing step. The semantic similarity between the pro-
cessed information and the stored definitions was analyzed in the following step using
a pre-trained model. In the last step, the results obtained (definitions and corresponding
pictograms) were evaluated with experts in this area.
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Figure 1. Experiment methodology.

3.1. Data Extraction

The pictograms on the ARASAAC web portal were used to acquire the necessary
definitions. This website offers graphic resources to improve communication and cognitive
accessibility for people facing challenges in these areas. This portal continually incorporates
new pictograms, and its Application Programming Interface (API) for developers provides
access to information related to each pictogram [16].

Accordingly, a set of 18,498 pictograms was downloaded from ARASAAC. Each
pictogram contains one or more keywords, a representation graphic (pictogram), and its
corresponding definition. It is worth mentioning that some pictograms lack a definition, and
in some instances, several pictograms share one or more keywords, their only distinction
being the image representing them. Figure 2 details the distribution of the keywords
per pictogram.

,

,

,

,

Figure 2. Keywords distribution per pictogram.

Due to these issues in some keywords associated with the pictograms, we downloaded
the information from two additional sources: the RAE and the Wikipedia encyclopedia. Both
online platforms provide an API for developers that makes it easy to consult definitions.

In the case of the RAE, its API limits the query to a single keyword at a time, while,
in Wikipedia, it is possible to configure the number of retrieved definitions; in our case, a
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limit of three definitions per keyword was established. A total of 81,827 definitions were
obtained from the three sources described above.

However, there were 218 pictograms for which no definition could be found in any of
the sources, resulting in 18,280 pictograms with definitions. Figure 3 is the distribution of
the meanings of these pictograms.
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Figure 3. Distribution of pictograms definitions.

In total, 81,827 definitions were recovered from the sources. In Figure 4 shows the
distribution of words per definition from each of the sources. A range between 1 and
50 words was chosen because it represents most of the definitions in the three sources.
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Figure 4. Distribution of words and phrases of older adults.

As we can observe in Figure 4, most definitions obtained from the RAE and ARASAAC
are between 1 and 20 words, with an average (µ) of 11 and 14, respectively. However, most
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Wikipedia definitions are between 10 and 45 words, with an average number of words
per definition (µ) of 32. This indicated a greater consistency in Wikipedia definitions as
compared with RAE and ARASAAC.

Therefore, a dataset was structured to store the pictograms and their definitions in a
database. The structure is described in Table 1. To collect phrases from older adults, the
researchers were tasked with accumulating common phrases from older adults with affinity
or family ties. This work was performed without previously designed questionnaires due
to following a conversation model without a previous script.

Table 1. Description of database attributes.

Attribute Description

ID Pictogram identifier.
keyword Keyword(s) of the pictogram.
image Pictogram image file.

rae_de f Definition of the Royal Spanish Academy.
wiki_de f Definition of the Wikipedia encyclopedia.

arasaac_de f Definition of the ARASAAC portal.

Each researcher recorded the common phrases precisely as the older adults expressed
them. In total, 333 phrases were collected and organized into a dataset with their character-
istics. It is shown in Table 2.

Table 2. The older adults’ phrases dataset features.

Features Description

Size 333 Phrases.
Language Spanish.

Average number of terms per phrase 4
Number of nouns 326
Number of verbs 490

Total terms 1302

3.2. Data Preprocessing

In this step, preprocessing techniques were applied to the definitions and short sen-
tences of older adults. Those techniques were essential elements of the research. With these
short texts in Spanish, some standard techniques [17] were selected and combined for the
semantic similarity analysis. The Python programming language and the Gensim library
were used; the techniques used are described in Table 3.

Table 3. Applied techniques for data preprocessing.

Technique Description

Convert to lowercase Transformation of all letters in the text to lowercase.

Remove punctuation marks Removal of special characters, punctuation marks from
sentences and definitions, but accents were preserved.

Delete words of 1 letter Eliminate words with a length < 2 in the definitions, for
example: “a”, “y”, or “o”.

Delete duplicate records Elimination of identical definitions.

Thus, duplicate records were eliminated from the set of older adults’ phrases and the
definitions, along with words of one letter such as abbreviations, conjunctions (coordinating
and subordinating), and prepositions. Many of these words relate terms and join words
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or sentences. Similarly, both datasets were standardized by converting them to lowercase
letters and removing special characters, punctuation marks, and symbols (pipe, dash,
asterisk, apostrophe) except diacritic marks [18,19].

3.3. Analyzing Semantic Similarity

In this step, a script was developed through a pre-trained model, the Python program-
ming language, and the Pytorch framework to analyze the semantic similarity between the
older adults’ phrases and the available definitions. The script presents the most representa-
tive pictogram with the value resulting from the semantic similarity.

With the processed data and available definitions, a pre-trained model was imple-
mented and hosted in the Hugging Face model repository, a company specialized in
developing projects related to NLP and machine learning [20].

Additionally, the script required the Transformers libraries and a sentence-transformers
model called sentence_similarity_spanish_es based on the Bidirectional Encoder Representa-
tions from Transformers (BERT) model trained on an extensive Spanish corpus [21]. This
language was chosen because of its syntax and semantic complexity, characterized by
various jargon elements, idioms, and words typical of each region. These libraries provide
an interface that simplifies the use of pre-trained models available in the Hugging Face
repository. The pre-trained model is responsible for executing the sentence similarity task.
In this task, the pre-trained model converts the input texts (older adults’ sentences), the
corpus (definitions), and the retrieved top k matching entries as input parameters into
vectors (embeddings). Those parameters capture semantic information and subsequently
calculate the distance between these vectors, then return a list of dictionaries sorted by
decreasing cosine similarity score.

A standard measure for this comparison is cosine similarity, which evaluates the
similarity between two vectors (phrases) by calculating the cosine of the angle between
them using Equation (1),

Sim(ςa, ςb) = cos(θ) =
ς⃗a · ς⃗b

∥ς⃗a∥ · ∥ς⃗b∥
=

n
∑

i=1
Ai · Bi√

n
∑

i=1
A2

i ·
√

n
∑

i=1
B2

i

(1)

where θ represents the angle between two vectors, and Ai and Bi are the components of
vectors ςa and ςb.

This measure is expressed between −1 and 1, with 1 being the most significant possible
similarity [22,23]. Once the pre-trained model was loaded, comparisons were performed
between all the phrases provided by the older adults and the definitions extracted from
sources stored in the database. The definition with the highest cosine similarity was applied
in each comparison as a selection criterion.

Finally, the corresponding pictogram image representing the older adults’ phrase was
selected upon finding the most accurate definition.

3.4. Evaluation

For this phase of the project, it was necessary to evaluate the semantic similarity
obtained from the older adults’ phrases and the definitions from the different sources.
Therefore, it can generally be assessed directly with the data obtained from the cosine simi-
larity calculation contrasted with the experts’ scores. The reliability of semantic similarity
is determined by the approximation of the results between the cosine similarity score and
that represented by human judgment [24]. For this reason, we analyzed the precision of
our study through the Pearson correlation coefficient since it demonstrates how strong the
relationship is between the calculated cosine similarity scores and the scores the experts
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have given within a framework-specific reference. The Pearson correlation coefficient was
calculated using Equation (2),

r =

n
∑

i=1
(xi − x̄)(yi − ȳ)√

n
∑

i=1
(xi − x̄) ·

n
∑

i=1
(yi − ȳ)

(2)

where the values of xi in the sample are the cosine similarity score, x̄ is the mean of the
values of the cosine similarity score, y is the human judgment score, and ȳ is the mean of
the human score.

4. Results

For greater understanding, the results of this research were divided into three sub-
sections. First, the results of applying preprocessing techniques to the set of older adults’
sentences and definitions; second, the results of the semantic analysis stage between the
older adults’ phrases and the definitions; and finally, the results of the evaluation stage.

4.1. Application of Preprocessing Techniques

After applying the preprocessing techniques, the records in the definition and phrase
sets were transformed to lowercase, and any special characters present were removed.
Special characters included symbology and words related to other languages found in
Wikipedia definitions and could alter the operation of the model.

However, accents, being an essential part of the Spanish language, were preserved.
Nevertheless, words containing fewer than two characters were eliminated from all def-
inition records. Hence, some abbreviations that introduced the definitions and did not
contribute to the context of the definition were eliminated. However, these words were
retained in the sentences of older adults because most of them are of short length, as we
can observe in Figure 5a.
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Figure 5. Distribution of the set of definitions obtained from the sources.

Finally, duplicate definitions were eliminated, resulting in a total of 41,324 definitions.
Figure 5b shows their distribution in 1 to 50 words, and the distribution after applying the
preprocessing techniques. Regarding the older adults’ phrases, the record still needs to be
eliminated after using these techniques, resulting in 333 phrases.

4.2. Semantic Similarity Analysis

The results obtained at this stage of our methodology are shown in Table 4, where the
six phrases with the highest degree of semantic similarity between the phrases obtained
from the older adult and the different definitions of the selected pictograms are presented.
Each older adults’ expression is related to a definition obtained by the pre-trained model
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used, and the corresponding pictogram is extrapolated according to the highest similarity
semantic score obtained.

Table 4. Phrases with scores and their definitions.

Phrase Definition Similarity Pictogram

“Tengo dolor de estómago”
(“I have a stomachache”)

“Sensación aflictiva del estómago.”
(“Pain in the stomach”) 0.8780

“Me duele la espalda”
(“I have backache”)

“Sensación aflictiva de la espalda.”
(“A continuous pain in the back”) 0.8733

“Quiero dormir”
(“I want to sleep”)

“Gana de dormir, tengo sueño”.
(“Ready to go to sleep”) 0.8643

“Me duele la muela”
(“ I’ve got toothache”)

“Sensación aflictiva de la muela.”
(“A pain in one tooth”) 0.8592

“Ya hay que hacer el desayuno, por
favor”

(“Let’s have breakfast, please”)

“Intr. tomar el desayuno.”
(“The first meal of the day usually

eaten in the morning”)
0.8467

As we observe in Table 4, the value obtained for using the pre-trained semantic
similarity model in six random phrases ranges between 0.85 and 0.88. This demonstrates a
considerable similarity between the definition obtained and the older adults’ expression.

This is evident from the recommended pictogram that has a strong relationship with
the phrase mentioned by the older adult. It facilitates communication between the people
in change of their care, such as geriatric nurses and older adults with communication
problems.

4.3. Evaluation between Similarity Semantic and Human Score

After conducting the corresponding analysis of the semantic similarity performed
with a pre-trained model, evaluating the reciprocal relationship between the older adults’
phrase and the definition with its corresponding pictogram is necessary.

To achieve this, the phrases and their definitions were presented to language ex-
perts/linguists for their evaluation since our corpus contains jargon and idioms used
within the informal sphere and whose meaning cannot be deduced from the words that
compose it. For this reason, an evaluation with human judgment is necessary to know if the
pre-trained model manages to provide us with correct semantic similarity. Once both scores
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were obtained from the pre-trained model and the human judgment, the Pearson coefficient
correlation was applied to measure the strength of the association between both scores
received. Therefore, a moderate Pearson correlation of 0.57 was obtained, showing that the
two scores tend to increase linearly together positively and have a moderate correlation.

In addition, it is necessary to know how the semantic similarity scores performed
with both the pre-trained model and the experts’ evaluation are distributed, so we use a
Laplace–Gauss distribution, as shown in Figure 6.
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Figure 6. Gaussian distribution of similarity semantic and human judgment score.

The semantic similarity scores model has a symmetrical and platykurtic distribution
because its kurtosis is −0.3832, giving us the impression that its data are dispersed. How-
ever, the experts’ scores show that it is a platykurtic distribution whose kurtosis is −1.1278,
referring to the fact that its data are more dispersed than the semantic similarity scores of
the model. The main reason for the difference between the two distributions is the regional
idioms of the older adults’ sentences used to perform semantic similarity with a pre-trained
model in formal Spanish.

Therefore, the experts’ score presents a slight right-skewed distribution, demonstrating
that the older adults’ phrases and the definitions selected by the pre-trained model with
more significant semantic similarity sometimes differ.

5. Conclusions

In this article, a semantic analysis was performed between the phrases of older adults
and the definitions extracted from pictogram keywords. The pictograms, accompanied
by their keywords, were extracted from the ARASAAC portal, and various researchers
collected the phrases of older adults. A pre-trained model in Spanish, available in the
Hugging Face repository, was used to obtain the cosine similarity between the phrases
of older adults and the definitions to recommend the pictogram that leads to a better
representation of the phrase.

This analysis aimed to determine if the relationship between the older adults’ phrase,
the definition obtained by the model, and the recommended pictogram is consistent.
Therefore, an evaluation system was structured based on correlation analysis. The results
of the correlation analysis performed between the definitions score and the human score
revealed a positive correlation. This suggests that pictograms, in conjunction with pre-
trained Natural Language Processing models, can be a helpful tool for communication with
older adults.
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However, the presence of idioms, native words, and slang in some older adults’
phrases resulted in inconsistencies in the definitions and recommended pictograms, al-
tering the value of the correlation performed. These types of expressions are common
in people, especially older adults, and continue to be a challenge for pre-trained models
available in Spanish. For this reason, as future work, fine-tuning can be performed with
those phrases that contain words or expressions exclusively used in particular geographical
areas to improve the efficiency in the semantic similarity between the phrases and their
corresponding definitions. Furthermore, this study can be applied to practical situations
that can serve as a basis for implementing a system that older adults can use and com-
municate better with family members or caregivers by implementing pre-trained models
and pictograms.
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