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Abstract: Despite recent progress in terms of cheap computing power, the application of physically-
based distributed (PBD) hydrological codes still remains limited, particularly, because some commercial-
license codes are expensive, even under academic terms. Thus, there is a need for testing the per-
formance of free-license PBD codes simulating complex catchments, so that cheap and reliable
mechanistic modelling alternatives might be identified. The hydrology of a geologically complex
catchment (586 km2) was modelled using the free-license PBD code SHETRAN. The SHETRAN evalu-
ation took place by comparing its predictions with (i) discharge and piezometric time series observed
at different locations within the catchment, some of which were not taken into account during model
calibration (i.e., multi-site test); and (ii) predictions from a comparable commercial-license code, MIKE
SHE. In general, the discharge and piezometric predictions of both codes were comparable, which
encourages the use of the free-license SHETRAN code for the distributed modelling of geologically
complex systems.

Keywords: free-license; SHETRAN; MIKE SHE; model calibration; model validation; multi-site

1. Introduction

Understanding the main physical processes governing the flow dynamics in the land
phase of the hydrologic cycle, as well as the consequences of human activities and climatic
changes on this cycle is important for integrated catchment management [1]. This is
usually facilitated through the use of different water resources codes. The use of physically-
based distributed (PBD) hydrologic codes for this purpose is an interesting alternative.
In principle, they do not require calibration because their governing equations are based on
the physical description of the main hydrological processes and the geographical variation
of physical catchment properties can be acceptably represented in them through a spatially
distributed grid. In practice, these models (resulting from the site-specific parameterisation
of PBD codes) do require calibration for a number of reasons, particularly dealing with [2–4]
(i) mismatches between the scale at which the code-embedded physical equations were
derived, the scale of data acquisition and the scale at which the modelling is taking place
(i.e., modelling resolution); and (ii) sub-grid heterogeneity of the model parameter values.

Due to various aspects, among which their complexity is perhaps the principal one,
PBD models have usually been calibrated manually (i.e., Refsgaard [2],Vázquez, Feyen,
Feyen and Refsgaard [3]). There has been some automatic calibration in PBD applications,
although with modelling simplifications, such as, adopting coarse resolutions and consider-
ing in detail only surface and subsurface processes [5,6] or even only surface processes in a
very simplified manner [7]. Indeed, only a few automatic calibration studies have focused
on all the catchment processes including groundwater flow [8]. Even fewer applications
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have used semi-automatic calibration and considered the multi-dimensional model param-
eter space, e.g., through Monte Carlo simulations. This is mainly due to the substantial
running time associated with the complexity of the models which requires many thousands
of simulations [9–13].

Recent growing computational power and extensive surveying/monitoring capacity
has ameliorated to a certain extent earlier limitations for a wider use of PBD codes. Never-
theless, the latest applications of this type of codes are mainly of research nature [7,14–16]
and are still being affected by substantial running times, which is limiting (i) the modelling
resolution [14]; (ii) the physical/distributed representation of components of the hydro-
logical cycle [7]; as well as (iii) a wider non-research use of these PBD codes. But it is not
only significant running times that are preventing a wider use of this type of codes: expen-
sive commercial-license costs, even at research rates, prevent users from applying these
codes. Thus, there is a need for testing the performance of free-license, preferably open
source, PBD codes simulating complex catchments, so that, cheap and reliable mechanistic
modelling alternatives might be identified.

One of these non-commercial (free-license) PBD codes is SHETRAN [17]. It has been
applied for simulating the hydrological dynamics of a variety of catchments [18–24], al-
though considering only simple representations of the geology of the modelled systems
(with no more than two geological layers/aquifers). Further, the assessment of the per-
formance of SHETRAN applications has traditionally been based on the use of a set of
multi-objective model performance statistics [6,15,25], often using performance measures
that are correlated or are oversensitive to peak flows [6,15,19,26]. Indeed, the complex na-
ture of these PBD codes, and the associated modelling uncertainties [10,11,25,27], requires
the consideration of a set of preferably uncorrelated statistics and, in addition, spatially
distributed evaluation tests [2,28] that are still uncommon in SHETRAN applications found
in the literature.

Hence, with the intention of contributing to increasing the use of free-license codes in
water resources assessments, both, in research and consulting projects, the general objective
of this research was to evaluate the performance of the PBD free-license code SHETRAN
for simulating simultaneously the surface, subsurface and groundwater dynamics of a
geologically complex catchment. The research questions were: (i) is it feasible to describe
acceptably well within SHETRAN the geometry and main physical variability of a geologi-
cally complex study site? (ii) is it possible to run an evaluation protocol, suitable for PBD
codes, that can properly characterise the accuracy of SHETRAN predictions? and (iii) is
it possible to obtain SHETRAN predictions for a geologically complex study site that are
comparable to predictions from a similar commercial-license code? It has to be stressed
that the aim of this research was not optimising the modelling of the study site but testing
the capability of SHETRAN to perform congruently while simulating geologically complex
systems. To the best of our knowledge, this is the first attempt to apply SHETRAN on such
a complex non-experimental study site and this through the application of a more robust
modelling protocol than most previous research.

2. Materials and Methods
2.1. The Study Site

In the forthcoming text only some main characteristics of the study site are listed.
Further information can be found in Feyen, et al. [29], Vázquez [9], Vázquez, Feyen, Feyen
and Refsgaard [3] and Vázquez and Hampel [12]. The study site is the Gete catchment
(586 km2) which is in the central part of Belgium (Figure 1a). The ground elevation
(Figure 1b) ranges from approximately 27 m in the north to 174 m in the south. Land
use in the area is mainly agricultural, including pasture and cultivated fields, with some
local forested patches. Soils have a loamy texture and are deep; nine soil units can be
distinguished according to the Belgian soil map. The groundwater table is generally at a
depth of 3 to 10 m below surface. The complex lithostratigraphy of the study site comprises
nine units, some of which occur only in isolated parts of the catchment. The main units are
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shown in Figure 1c and this includes a narrow Quaternarian loamy deposit on top of deeper
sandy and clayey units resting on top of a low-permeable Palaeozoic rocky basement. The
local weather is characterised by moderate humid conditions.
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SHETRAN is a PBD code used for the simulation of the land phase of the hydrologi-
cal cycle and sediment, heat and contaminant transports in river catchments [17,24,30]. 
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are performed by considering the catchment as a set of vertical columns (Figure 2a) with 
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Figure 1. (a) Location of the study site, the Gete catchment (after Vázquez, Willems and Feyen [28]);
(b) digital terrain model (DTM) of the study site and horizontal distribution of (c) the vertical
profiles of the simplified geological model of the study site (600 × 600 m2) showing the thin loamy
Quarternarian deposits (Kw) overlaying the dipping formations, sandy Brusseliaan (Br), clayey sand
Landeniaan (Ln), sandy very fine marls Heers (Hr), white chalk Cretaceous (Cr). Below these layers
is the Palaeozoic strongly folded rocky basement.

2.2. Hydrological Codes
2.2.1. SHETRAN Hydrological Code

SHETRAN is a PBD code used for the simulation of the land phase of the hydrological
cycle and sediment, heat and contaminant transports in river catchments [17,24,30]. The
code has a modular structure for simulating each of these components. Simulations are
performed by considering the catchment as a set of vertical columns (Figure 2a) with each
column divided into finite-difference cells. The lower cells contain aquifer materials and
groundwater, higher cells contain soil and soil water and the uppermost cells contain sur-
face waters and the vegetation canopy. The mesh follows the topography of the catchment
with channels specified around the edge of the finite-difference cells. The flow of water,
sediments and contaminants through the finite difference cells is simulated by partial
differential equations of mass and energy conservation and by empirical equations derived
from rigorous investigations [6].

With regard to the water movement module that has been applied in the current
research, SHETRAN is capable of simulating actual evapotranspiration, overland flow,
channel flow, variably saturated subsurface flow (VSS) and exchange between aquifers and
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rivers (and lakes). The VSS flow is fully 3-dimensional and includes flow in the unsatu-
rated zone (UZ) and flow in the saturated zone (SZ). It can also simulate combinations
of confined, unconfined, and perched aquifers. Depending on the status of the surface,
subsurface and saturated zone reservoirs water fluxes in different senses can occur among
the above referred flow processes. The application of SHETRAN at a catchment scale
implies the assumption that smaller scale equations which are embedded in the structure
of SHETRAN are valid also at the larger modelling scale; so it is performing an upscaling
operation using (modelling grid) effective parameters. SHETRAN can be downloaded from
https://research.ncl.ac.uk/shetran/.

2.2.2. MIKE SHE Hydrological Code

MIKE SHE [31], a well-known hydrological code, has been used in a wide range of
applications [2,12,16,29,32]. It was chosen to provide evaluation of the performance of
SHETRAN for simulating the geologically complex study site. It shares multiple common
characteristics with SHETRAN, as both were developed from the Système Hydrologique
Européen (SHE), initially created by a British-Danish-French consortium [33,34]. The
structure of MIKE SHE can be seen in Figure 2b.
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and (b) MIKE SHE (after Vázquez and Feyen [36]).

2.2.3. Comparison between SHETRAN and MIKE SHE

Both SHETRAN and MIKE SHE codes are capable of carrying out a three-dimensional
catchment representation and they model similar processes. From a modelling view-
point the main difference is the approach used to model the subsurface flow, with a
fully 3-dimensional VSS approach used in SHETRAN but a 1-dimensional UZ and 2 or
3-dimensional SZ approach used in MIKE SHE [24,30,33,34]. An early version of MIKE
SHE (2001) was used in this research to make sure that the structure of both models
is comparable.

However, the most significant difference between the models is its license of use.
Indeed, this is the main reason why MIKE SHE was selected for this validation test: while
it holds a commercial-license, SHETRAN is free-license. As a consequence, the MIKE
SHE code has multiple (friendly) computational tools that make it relatively easy to set up
the models of interest and later extract and analyse the results of simulations; whilst the
respective tools for the SHETRAN code are not that user friendly and setting up a study
site model or extracting simulations results is not a trivial task, particularly for complex
systems. As a consequence, the use of SHETRAN is less frequently reported in literature
than MIKE SHE (despite its very high license costs, even for academic versions). This
emphasises, on one hand, the need to test the performance of the free-license SHETRAN
code for simulating complex natural systems and, on the other hand, identifying the main
difficulties in doing so, which will help in the future development of software tools that
could reduce the burden of using the SHETRAN code.

https://research.ncl.ac.uk/shetran/
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The comparison of the model performance only considered the different performance
statistics (Section 2.4). The computing times were not considered as the two models (i.e.,
site-specific parameterisations of the two hydrological codes) were run with different
hardware and operating systems.

2.3. Data Availability and Code Parameterisation

A brief description of data availability and the respective code parameterisation is
provided in this section. Additional characteristics of the conceptual model of the study
site are given in earlier work, such as, Feyen, Vázquez, Christiaens, Sels and Feyen [29] and
Vázquez and Hampel [12].

The digital terrain model (DTM; Figure 1b) was defined by processing available point
elevation data by means of a Bilinear interpolation method [37]. The definition of the
Land Use/Coverage (LUC) was based on the classification of LANDSAT satellite imagery
available in digital format from the Co-ordination of Information on the Environment
(CORINE) project via the European Environment Agency (EEA) for the period May-August
of 1989. Ten LUC classes were considered in the study. This information was assumed to
be constant throughout the whole modelling process.

For incorporating the river network into the hydrological model of the study site,
digital information about the topology and elevation of the watercourses was processed
with the aid of geographical information systems (GIS) software and SHETRAN code
associated free-license processor [30]. The river network (Figure 3a) is assumed to run
along the boundaries of the computational grid squares; this implies that the resolution
of the grid determines the detail of the river in the model set-up. The profile definition of
the river tributaries was based on interpolation/extrapolation of a few measured profiles.
It must be stated that the river networks defined in SHETRAN and MIKE SHE were similar
but not entirely the same, in particular because the procedures implemented and the
subroutines available to delineate the network in SHETRAN (Figure 3a) and MIKE SHE
(Figure 3b) are different. This is likely to be a source of discrepancy in terms of streamflow
model predictions between both models.

The spatial extent of the soil units and their vertical properties could be assessed by
using two available soil databases of acceptable quality. Parameters for describing the flow
through the soil system were calculated with pedo-transfer functions (PTFs; Vereecken [38]).
Every type of soil in the study catchment is described in these soil databases by several
horizons with thicknesses that vary from 10 cm in the upper layers to 2 m in the lower
layers. For all of the soils, the thickness of the calculation mesh was fixed as 20 cm in
the uppermost 2 m. Thus, a particular horizon could be represented by several vertical
calculation cells. Greater calculation thicknesses were considered for deeper horizons; that
is, the vertical thickness of the calculation mesh was variable in the soil layers.

The complexity of the catchment geological system indicated that a 3D groundwater
model (Figure 1c) was necessary for simulating the flows and potential heads. It was
constructed based on 12 geological profiles, digital information about the base of the upper
layer (Quaternary period), and 160 borehole descriptions in the Walloon region (Figure 1a)
of the catchment. Comparison of geological profiles from different origins showed such
a wide disparity that the credibility of the geological data was questionable [9]; this is
believed to be a potential source for poor piezometric modelling results. In spite of the
fact that the geology of the catchment comprises nine units (some of which occur only
in isolated parts of the catchment extent), prior modelling suggested that the geological
model could be simplified further to include only six units without influencing the global
predictions noticeably [3]. Thus, the 3D geological model included five upper units on top
of the low-permeable basement (Figure 1c).
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Figure 3. 600 × 600 m2 model river networks for (a) SHETRAN and (b) MIKE SHE; (c) distribution
of rainfall stations used in the modelling and associated Thiessen polygons (after Vázquez [9]); and
(d) location of the calibration and evaluation stream gauging stations and observation wells (after
Vázquez [9]). Topographical colour scales are different in (a,b) owing to the use of different software
tools (accompanying the SHETRAN and MIKE SHE codes) to create the plots. Plot (a) shows the
water divide (white dashed line) that determines subcatchments (zones) A and B that were considered
for the spatial calibration of some hydrogeological parameters. MS = multi-site model performance
validation test; SS = split-sample model performance validation test. Coordinates system: Lambert
conformal conic for Belgium.

The main grid size used in this study is 600 × 600 m2, which is a coarse discretisation
for describing accurately hillslope processes happening in the study catchment. Neverthe-
less, aiming at attaining reasonable simulation times, other studies have been carried out in
the past using even coarser discretisations for study sites of comparable size and which are
far less complex in geological terms [5,6,20,23,25]. Thus, given that the number of catchment
grid elements in the computational domain (Figure 1b) is 1629 (out of 3025 cells that form
the computational domain), it is believed that the current modelling resolution represents a
fair compromise between representativeness of catchment variability, the complex vertical
description of the catchment (six geological layers) and computational time.

For the distributed meteorological characterisation of the study area, there were
historical records from 7 rainfall stations (Figure 3c) and information on potential crop
evapotranspiration, ETp, estimated through the FAO-24 method [12,39,40] obtained from
the meteorological data at two stations. Thiessen polygons were used to account for the
spatial distribution of rainfall and ETp. In SHETRAN ETact is calculated from the ETp
depending on the crop coefficient for each land cover and a soil water coefficient which
reduces ETact as the soil dries [41]; the associated parameter values were obtained from
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the literature [39,42,43]. Additional information required for the evapotranspiration (ET)
module [44] of SHETRAN included canopy storage and drainage parameters, the Leaf
Area Index (LAI) and the root density function. These values were also generated from the
literature on the basis of the land cover of the catchment [39,43,45,46]. Parameters of the
MIKE SHE ET module [47] were assessed on the basis of prior analyses, i.e., Vázquez [9],
Vázquez and Hampel [12].

Additional time series information available for the current modelling consisted of
groundwater abstractions. On average, total groundwater pumping activity (GWP) was
determined to have taken place in the formations Brusseliaan (13.2% of GWP), Landeniaan
(43.4% of GWP), Heers (7.6% of GWP) and Cretaceous (35.8% of GWP).

A two-year calibration period [1 January 1985–31 December 1986] was chosen. This
period was preceded by a six-month warming-up period for attenuating the effects of the
initial conditions. A second two-year period [1 January 1987–31 December 1988] was used
for model validation. This calibration and validation split-sample (SS) test was carried
out manually by considering the outlet streamflow gauging station and 12 observation
piezometers distributed within the catchment area (Figure 3d). Additionally, the validation
process included a multi-site (MS) model performance evaluation test (Figure 3d), consid-
ering observations of 2 internal flow gauging stations (Grote Gete and Kleine Gete) and
6 piezometers that were not used during the calibration period. This latter test [2,3,13] is
more in accordance with the distributed nature of the codes used in this study.

Soil hydro-physical parameters were not calibrated to avoid over parameterisation dur-
ing model calibration and given that extensive and accurate soil databases were available
for the current modelling. For a given soil type, the average hydro-physical parameters,
derived from the data included in the available soil databases, were used in all of the
computational cells belonging to the spatial extent of the soil unit. The selection of the
parameters to be calibrated was based on a preliminary sensitivity analysis. The Manning
(roughness) coefficient for both, river (nriv) and overland flow (nov), and the horizontal (Kx)
and vertical (Kz) saturated hydraulic conductivity of the geological units, were selected
for calibration (Table 1). The range for nov was derived from Engman [48] for the different
LUC classes. The range for nriv was derived from Chow, et al. [49]. The ranges of variation
for Kx and Kz were defined based on Anderson, et al. [50] and Vázquez, Feyen, Feyen and
Refsgaard [3].

Table 1. Intervals of the calibration process (water routing related) parameters.

Model Parameter Geological Unit
Bound of Interval

Lower Upper

nov (s m−1/3) Not applicable 0.025 0.070
nriv (s m−1/3) Not applicable 0.10 6.25

Kx (m s−1)

Quaternarian
Brusselian

Landeniaan
Heers

Cretaceous

1.0 × 10−7

7.0 × 10−5

5.0 × 10−6

5.0 × 10−7

1.0 × 10−6

4.0 × 10−5

2.0 × 10−3

5.0 × 10−4

5.0 × 10−5

1.0 × 10−5

Kz (m s−1)

Quaternarian
Brusselian

Landeniaan
Heers

Cretaceous

1.0 × 10−8

7.0 × 10−6

5.0 × 10−7

1.0 × 10−8

1.0 × 10−8

1.0 × 10−6

7.0 × 10−5

5.0 × 10−5

5.0 × 10−6

1.0 × 10−7

Note: nov = overland Manning’s “coefficient”; nriv = river Manning’s “coefficient”; Kx = horizontal saturated
hydraulic conductivity; Kz = vertical saturated hydraulic conductivity.

The MIKE SHE based model of the study catchment was also calibrated and validated
in the same way so that predictions of both models could be compared to each other.
Further, the parameterisation of the structure of MIKE SHE was done matching as much as
feasible the respective parameterisation adopted in the case of SHETRAN. In MIKE SHE,
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drains may be specified in the model set-up to improve the simulated hydrograph shape
and to account for small canals and ditches present on a scale smaller than the modelling
resolution. However, this is not available in SHETRAN. Therefore, this option was not
implemented in the MIKE SHE based model of the study site.

2.4. Model Performance

The evaluation protocol was adopted with the intention of evaluating as fairly as
possible the SHETRAN performance for modelling this geologically complex study site.
It is particularly based on the main findings of some prior modelling experiences (i.e.,
Vázquez [9], Vázquez and Hampel [12], Vázquez, Willems and Feyen [28], Feyen, Vazquez,
Christiaens, Sels and Feyen [29], Dehotin, et al. [51]), as well as on proposed protocols [2,52]
for complex PBD models.

The modelling protocol involved four main components, namely, (i) use of appropriate
graphical evaluation plots (hydrographs and scatter plots); (ii) use of a set of multi-objective
model performance statistics; (iii) analysis of different properties of the simulated time
series (peak flows, low flows and hydrograph shape); and (iv) global comparison of
the SHETRAN predictions with the ones produced by MIKE SHE [2,11,13,29,31,33,34].
The latter evaluation component (iv) is not uncommon in water resources modelling
evaluation (for instance, Dehotin, Vázquez, Braud, Debionne and Viallet [51], Li, et al. [53],
Bizhanimanzar, et al. [54]).

2.4.1. Multi-Objective Model Performance Statistics

A multi-objective set of non-correlated statistics was used. The Mean Absolute Error
(MAE) is commonly used to measure the average systematic error among the simulated
and the observed variables [28]. The MAE is shown in Equation (1), where Pi is the i-th
simulated value, Oi is the i-th observed value and n is the number of observations [7].
The Coefficient of Efficiency [55], also known as the Nash and Sutcliffe [56] Efficiency and
shown in Equation (2) where σ2

obs is the observed variance and MSE is the Mean Squared
Error, is commonly used for an estimation of the overall (combined systematic and random)
average error [9]. A third statistic, R2, the square of the Pearson’s type (linear) correlation
coefficient was also used, particularly for potential comparison with the results of similar
modelling studies, despite the fact that it is not that appropriate for measuring model
performance [3,55]. Objective functions that consider low flows were not used as they are
considered in the analysis of the time series in the next section:

MAE =

n
∑

i=1
|Oi − Pi|

n
(1)

EF2 =

1−

n
∑

i=1
(Oi − Pi)

2

n
∑

i=1

(
Oi −O

)2

 =

[
1− MSE

σ2
obs

]
(2)

2.4.2. Analysis of Simulated Time Series

The analysis of the simulated time series considers whether it reproduces the peak
flows, low flows and the hydrograph shape. For peak flows, daily values were used in
the context of the peaks over threshold (POT) approach [57,58]. It considers the tail of
a Generalised Pareto Distribution (GPD) that arises as the limiting distribution of peaks
represented by a random variable x over a high threshold xth (i.e., x − xth). The GPD
is shown in Equation (3) [57,59], where κsh and κsc are respectively the shape and scale
parameters of the distribution:



Water 2022, 14, 3334 9 of 20

G(x) = 1−
(

1 + κsh
(x− xth)

κsc

)−1/κsh

if κsh 6= 0 (3)

In the case κsh = 0, G(x) is the exponential distribution. Weibull [9,37,57,60] plotting
position of a quantile (observed extremes) was used for calculating the empirical prob-
abilities of exceedance (and the respective empirical return periods). The daily peaks
were selected from the total discharge series through a partial duration time series (PDS)
approach [11,61,62]. Further information on the above methods can be found in Vázquez,
Willems and Feyen [28].

For low flows, the baseflow (Qbs) component of the total hydrograph was used.
This considers whether both the shape and magnitude of low flows were acceptably
reproduced by the SHETRAN model. Qbs was estimated from the hydrograph for both
the observed as well as the simulated hydrographs. This was achieved using a recursive
digital filtering approach [63–65]. The approach assumes that Qbs, at every time step,
evolves proportionally to Q, as given by the general expression used in signal analysis and
processing [28]:

Fh(t)− aFFh(t− 1) = bF(Q(t)− cFQ(t− 1)) (4)

where Q(t) = total hydrograph (total signal) ordinate observed at time t [L3 T−1];
Fh(t) = high frequency filtering signal (quicker than the flow-component to be filtered)
at time t [L3 T−1]; bF = proportionality factor [-]; aF and cF = filter coefficients [-]. aF
may adopt a value between 0 and 1 (and may be thought of as the recession coefficient);
the closer its value is to 1, the flatter the flow-component becomes. On the other hand,
bF = (1 + aF)/2, whilst, cF = 1.0. The diverse variations of the high frequency filter used in
this study (for instance, Vázquez [9], Nathan and McMahon [63], Arnold, Allen, Muttiah
and Bernhardt [64], Chapman [66], Willems [67]) differ mainly on the values adopted
by these three coefficients aF, bF and cF in response to the physical reasoning behind
the formulation.

The low frequency filtered signal, Fl(t), is obtained at time t after subtracting the
filtering signal, Fh(t), from the total flow, that is Fl(t) = Qbs = Q(t) − Fh(t). Further details
can be found in Vázquez [9]. The filter is passed over the data several times in the forward
and backward senses; commonly, three passes (forward, backward and forward again)
are implemented with the intention of providing to the user some flexibility to adjust the
baseflow estimation product more accurately to site-specific conditions.

3. Results
3.1. Values of the Effective Model Parameters

Table 2 lists the effective values of the parameters that were tuned during model
calibration. With regard to the Manning roughness, for keeping the table to a reasonable
size, only one value, for the fields cropped with maize, is listed for nov. With the same
purpose in mind, only one value for nriv, the average for the whole river network, is listed.
Further, the table includes the values of the hydrogeological parameters, calibrated for the
geological formations that are in direct contact with the river network, considering two
main subcatchments (i.e., zones “A” and “B”) defined by the water divide between the
two main river branches of the study site (Figure 3a). For the other geological formations,
the average parameter value for the whole catchment area is provided. The table shows
that for some of the parameters the calibrated values obtained for both models are very
similar in terms of magnitude; for the majority of the parameters, however, the respective
calibrated values are importantly different in the two hydrological models.
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Table 2. Values of the effective (calibrated) model parameters as a function of the hydrological code
used in the study. The values are listed for different spatial zones depending on the type of parameter.

Parameter (Spatial) Zone Geological Unit SHETRAN MIKE SHE

nov (s m−1/3) Maize crop fields Not applicable 0.44 0.29

nriv (s m−1/3) Average (river network) Not applicable 0.065 0.065

Kx (m s−1) A
(Figure 3a)

Quaternarian 1.00 × 10−7 1.0 × 10−7

Landeniaan 8.80 × 10−5 7.87 × 10−5

Kz (m s−1)
Quaternarian 1.00 × 10−8 9.10 × 10−7

Landeniaan 5.00 × 10−5 2.75 × 10−6

Kx (m s−1) B
(Figure 3a)

Quaternarian 1.00 × 10−7 1.00 × 10−7

Landeniaan 8.28 × 10−5 7.87 × 10−5

Kz (m s−1)
Quaternarian 1.00 × 10−8 1.90 × 10−7

Landeniaan 5.00 × 10−5 2.98 × 10−5

Kx (m s−1)
Average

(whole catchment)

Brusselian 6.43 × 10−4 1.65 × 10−3

Heers 2.84 × 10−5 4.55 × 10−5

Cretaceous 4.27 × 10−6 1.00 × 10−6

Kz (m s−1)
Brusselian 7.00 × 10−5 7.00 × 10−6

Heers 5.00 × 10−6 2.28 × 10−6

Cretaceous 1.00 × 10−7 7.54 × 10−8

Note: nov = overland Manning’s “coefficient”; nriv = river Manning’s “coefficient”; Kx = horizontal saturated
hydraulic conductivity; Kz = vertical saturated hydraulic conductivity.

3.2. Multi-Objective Model Performance Statistics

Peak flows were better predicted at the outlet of the catchment by SHETRAN in the
calibration period than in the validation one (Figure 4), which is reflected by the better
values of the model performance indices for the calibration period. Indeed, Figure 4b
(validation period) depicts a wider dispersion of medium and peak flows, which produces
the lower model performance. Obtaining better model performances for the calibration
period is normal in hydrological modelling.
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Figure 4. Scatter plots of total streamflow observed (Qobs) and predicted (Qsim) by SHETRAN, at the
outlet of the catchment, for (a) the calibration period [1 of January 1985–31 of December 1986]; and
(b) the validation period [1 of January 1987–31 of December 1988]. EF2 = Coefficient of Efficiency
(Nash and Sutcliffe Efficiency); R2 = square of the Pearson’s type (linear) correlation coefficient;
MAE = Mean Absolute Error.

In general, low flows were over predicted by SHETRAN in both simulation periods.
As expected, this was not properly identified by the performance indices (Figure 4), as these
statistics used are known to be oversensitive to the simulation of peak flows [3,28,55] but
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far less sensitive to the simulation of low flows. Low flows simulation is considered in
more detail in Section 3.4.

The MS model validation test (Figure 5) for the two internal stations show that the
prediction of streamflow at locations that were not considered during model calibration
was not as satisfactory as for the outlet of the catchment. This is emphasised by the values
of the model performance indices, particularly by EF2. Indeed, this index shows that the
predictions were worse for the Kleine Gete station, for which a negative EF2 value was
obtained (Figure 5a). In general, streamflow predictions were better at the Grote Gete
station (Figure 3d), although many lower, medium and peak flows were over predicted by
the model (Figure 5b).
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Figure 5. Multi-site (MS) scatter plots for the validation period [1 January 1987–31 December
1988] of observed (Qobs) and SHETRAN predicted (Qsim) total streamflow at the non-calibrated
stations (a) Grote Gete; and (b) Kleine Gete (Figure 3d). EF2 = Coefficient of Efficiency (Nash and
Sutcliffe Efficiency); R2 = square of the Pearson’s type (linear) correlation coefficient; MAE = Mean
Absolute Error.

3.3. Comparison of the SHETRAN and MIKE SHE Predictions

Comparison of the streamflow predictions at the outlet of the catchment for the
calibration (Figure 6a) and validation (Figure 6b) periods show similar discharges for
SHETRAN (QSHET) and MIKE SHE (QMSHE). This is emphasised by Figure 7, which shows
that both SHETRAN (Figure 7a) and MIKE SHE (Figure 7b) had problems simulating
streamflow at the outlet of the catchment in terms of peaks and low flows, which can also
be seen in the performance statistics. Overall, peak flows were slightly better simulated by
MIKE SHE (EF2 = 0.74; Figure 7b) than by SHETRAN (EF2 = 0.70; Figure 7a).

Figure 8 depicts the observed and simulated piezometric levels for some selected
wells included in the analysis throughout the calibration and validation periods. The
figure shows that the agreement between the observed and simulated piezometric levels,
varied markedly, depending on the location within the catchment and the model. In some
locations, SHETRAN had problems correctly simulating not only the main magnitude
(with a maximum discrepancy of about 3.5 m, Figure 8a) but also the time evolution of
piezometric levels (Figure 8a–c); although, in other locations, it represented acceptably well
the observed piezometric- -magnitude and -evolution (Figure 8d). Whereas, MIKE SHE
predicted the piezometric levels acceptably well in Figure 8a,b, but poorly in Figure 8c,d,
where there was no variability in time.
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Figure 6. Scatter plots and hydrographs of MIKE SHE (QMSHE) and SHETRAN (QSHET) total stream-
flow simulations at the outlet of the catchment for (a) the calibration period [1 January 1985–31
December 1986]; and (b) the validation period [1 January 1987–31 December 1988]. EF2 = Co-
efficient of Efficiency (Nash and Sutcliffe Efficiency); R2 = square of the Pearson’s type (linear)
correlation coefficient.
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Figure 7. Scatter plots and hydrographs of total streamflow observed (Qobs) and predicted (Qsim) at
the outlet of the catchment, for the validation period. Predictions were produced by (a) SHETRAN;
and (b) MIKE SHE. EF2 = Coefficient of Efficiency (Nash and Sutcliffe Efficiency); R2 = square of the
Pearson’s type (linear) correlation coefficient; MAE = Mean Absolute Error.
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Figure 8. Observed and simulated piezometric levels for some selected wells included in the analysis
throughout calibration (left column) and validation (right column) periods. Screens of wells are
located in the geological layers: (a) Quaternarian; (b) Landeniaan; (c) Cretaceous; and (d) Landeniaan.

3.4. Analysis of Simulated Time Series

Exponential distributions were obtained for the observed peaks in the calibration and
validation periods for the three discharge stations (Figure 9). The POT method (Figure 9a),
using the PDS of peak flows extracted automatically from the observed daily hydrographs,
suggested peak thresholds (i.e., xth) of 10.9 m3 s−1 (Gete station), 3.9 m3 s−1 (Grote Gete
station) and 4.4 m3 s−1 (Kleine Gete station), with which the empirical peak flow distribu-
tions of the simulated hydrographs were defined. With respect to the outlet of the study
catchment at Gete station, peak flows were better simulated by MIKE SHE (Figure 9b);
SHETRAN tended to over-predict them with a higher tendency than MIKE SHE. Moreover,
both models had problems producing good predictions for the river discharge in the two
internal stations, Grote Gete and Kleine Gete (Figure 9c,d) that were not part of the model
calibration (i.e., MS test). However, the SHETRAN results were better than those from
MIKE SHE, particularly at Grote Gete.

Figure 10a illustrates the outcome for estimating the Qbs time series for the Gete
station. Four series corresponding to four (forward and backward) passes of the filter are
plotted in the figure. Flatter series were obtained for the higher passes. Additionally, the
higher the value adopted by the aF coefficient, the flatter the Qbs series became. A value
of 0.94 for aF and the third pass of the filter applied on the observed streamflow were
used after comparison with the estimates produced by a previous work that used a more
sophisticated recursive filter [9]. This aF value and the third pass were also used for filtering
the simulated streamflow from SHETRAN and MIKE SHE.
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Figure 9. (a) Illustration of the process followed to determine the threshold value (xth) in the peaks
over threshold (POT) method using a partial duration time series (PDS) of daily peak values; and
(observed and simulated) peak flow empirical distributions for stations (b) Gete, (c) Grote Gete, and
(d) Kleine Gete.
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Figure 10. Flow component hydrographs showing the filtered baseflow (Qbs) estimates for (a) the
observed hydrograph at the outlet of the study catchment for some months of the year 1985 (plotted
Qbs hydrographs correspond to passes 1 to 4, namely, Qbs_1, Qbs_2, Qbs_3 and Qbs_4); and for (b–d) the
hydrographs simulated by both SHETRAN (Qbs_SHET) and MIKE SHE (Qbs_MSHE) for the three
study river stations in the validation period [1 January 1987–31 December 1988] (Qbs was estimated
using 3 passes). The observed total hydrograph (Q_obs) as well as the respective estimated baseflow
(Qbs_obs, after 3 passes) are plotted in (b–d) for comparison purposes.
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The magnitudes of the Qbs series obtained for the simulated hydrographs are, in gen-
eral, higher than the respective magnitudes of the series derived from the observed stream-
flow in the Gete station, particularly in the periods May-December in 1987 and 1988
(Figure 10b). This accentuates what was already observed in Figure 4: an over-prediction
of low flows for both the calibration and validation periods for the SHETRAN model.
Qbs estimates were higher for the model predictions than for the observations in the case
of the Grote Gete station (Figure 10c). Whereas for the Kleine Gete station (Figure 10d),
an under-prediction of the baseflow was observed.

In general, and although not depicted in this manuscript, the frequency analysis of
annual historical discharge for the Gete station in the period 1984–1996 showed that the
average base flow (Qbs) fraction was 69.2%. This shows the dominant contribution of Qbs
to the overall discharge, and is in agreement with the importance of aquifers not only in
Flanders, the northern region of Belgium, but also throughout Belgium [68].

4. Discussion

The aim of this research considered the evaluation of the capabilities of SHETRAN for
working with geologically complex systems. This is the first attempt to apply SHETRAN
on such geologically complex non-experimental study sites. In addition, robust model eval-
uation was carried out using a multi-objective (using uncorrelated error measures) and MS
evaluation protocol on the SHETRAN predictions, which is an aspect that conventionally
has not been fully explored. Of the existing research that does consider multi-objective
functions (e.g., Zhang, Moreira and Corte-Real [6], Op de Hipt, Diekkrüger, Steup, Yira,
Hoffmann and Rode [25], Op de Hipt, Diekkrüger, Steup, Yira, Hoffmann and Rode [26]
and Op de Hipt, Diekkrüger, Steup, Yira, Hoffmann, Rode and Näschen [15]) they often use
performance measures that are either correlated or measuring the same type of modelling
error or performance measures that are oversensitive to peak simulations. Further, the MS
evaluation is more in line with the distributed nature of PBD codes than the simple SS test.
Indeed, in the current modelling exercise, it revealed important simulation pitfalls for the
internal river discharge and piezometric stations/wells. This MS test is therefore very use-
ful in addressing data uncertainties (and locations within the catchment where additional
data gathering efforts have to be carried out in the future) and also unsuitable modelling
approaches/scales, etc. The issues with simulating the piezometric stations/wells also
highlights (i) the mismatch between the 600 × 600 m2 modelling scale and the point scale
at which observations were collected; and (ii) the significant load of uncertainty attached to
some of the geological data used to build the geological model of the study catchment.

When looking at the comparison between SHETRAN and MIKE SHE based models
there are two aspects to consider. Firstly, the ease of setting up the models and the evaluation
of the output data and, secondly, the difference in the model structure and coding. With
regards to setting up the models the vertical discretisation of the soil and geological
components is easy in MIKE SHE. In SHETRAN its implementation is more complex.
Indeed, setting up the hydrological model of the geologically complex study site using the
free-license set of data processing software tools accompanying the SHETRAN code was
not a straight task in this study, with specific-task subroutines needing to be developed to
overcome the shortage of user-friendly SHETRAN software tools for the pre-processing
of input data when simulating geologically complex catchments. Once these tools had
been developed, all the geometrical characteristics of the surface, subsurface and deep
underground components of the catchment could be successfully included in the model.
But working with the respective software tools available as a part of the commercial-license
MIKE SHE code was markedly easier. Similarly, most of the tasks included in model
evaluation were easier with the aid of the data processing tools accompanying the MIKE
SHE code than it was with the respective free-license SHETRAN code tools; although in
both cases it required to a certain extent the building of specific-tasks subroutines.

Considering the model structure and coding, the main difference between the codes
that were used in this research is the subsurface component. While SHETRAN uses a
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3-dimensional (3D) variably saturated subsurface flow model, MIKE SHE uses a simplified
1-dimensional UZ modelling approach and a 2D or 3D SZ modelling approach (Figure 2).
This structural discrepancy is likely to affect the simulation of infiltration and recharge to
deeper aquifers. It will therefore affect the different piezometric predictions produced by
the two models. Although some discrepancies in the semiautomatic processes for model
construction, calibration and validation might have also contributed to them. Another
aspect that may have contributed to obtain not only different piezometric predictions but
also surface flow predictions is the different ETact approaches in SHETRAN and MIKE
SHE. There are other related issues that are different between the codes which are more
related to data format, etc. Hence, in the MIKE SHE code there is a clear differentiation
between “soils” (UZ) and the underlying geological units (SZ), not only in terms of the
different physical and hydraulic parameters, but also, geometrically and functionally (i.e.,
water table fluctuates only in the SZ, implying a readjustment of the uppermost limit of
the SZ). In SHETRAN, this differentiation is less clear, at least in terms of the definition
of the physical parameters. For instance, in MIKE SHE, the specific storage is exclusively
a hydrogeological parameter, whilst in SHETRAN it is also stored in the soils database.
Further, in MIKE SHE both, the specific yield (Sy) and the specific storage (Ss) need to
be specified for, respectively, unconfined and confined aquifers, which is not the case for
SHETRAN where only a single storage value needs to be specified (and the code decides
how to use it under, either, unconfined or confined conditions).

The used MIKE SHE version includes one of the last Unix® (Linux®) based graphical
user interface (GUI) versions that were commercially “adapted” to work in Windows®.
Before focusing entirely on a 100% Windows® based GUI, the producer of the code (Danish
Hydraulic Institute, DHI) incorporated in this version 2001 a second option for (1D) river
modelling, which was DHI code MIKE 11 [69]. Starting from the fully Windows® based
version in 2002 this became its only river modelling module until very recently, when they
added as a newer option their code MIKE HYDRO River [70]. Although it was never the
aim of this study to assess the effects of these MIKE SHE code structural changes, because
we were always focused on the performance of SHETRAN, we are in a position to state
that, despite these structural changes, the respective MIKE SHE based model predictions of
the discharge at the outlet of the study site (using MIKE 11) are similar to the ones reported
herein. Further, the newest versions of MIKE SHE still use a simplified 1D UZ modelling
approach, implying that this part of its structure has not (yet) been modified.

It is believed that further work should focus on improving the availability of pre-
processing and post-processing software tools accompanying the SHETRAN code, for
both preparing input files (or importing ASCII data, including maps) to easily set-up
a model of any geologically complex hydrological system, and easily exporting model
outputs to a diverse set of ASCII formats (i.e., space delimited, comma delimited, matrix
data, etc.). These would facilitate both model reporting and either automatic calibration
or Monte Carlo based sensitivity analyses. It would definitively enhance not only the
practical use of this free-license powerful distributed model but also the possibility of easily
incorporating into the modelling either remote sensing or other sources of distributed
information. Hence, although for computational optimisation binary formats should be
preferred, the implementation of software tools for easily handling ASCII formats should
be potentiated rather than demonised so that average-skilled practitioners and scientists
could get the most out of SHETRAN by easily defining input files (and importing from
diverse graphical software) using ASCII formats, and so make the code more accessible.

Although it was never the aim of this research to evaluate the SHETRAN structure nor
suggest any modification of it, it is believed that future work should also focus on enhancing
the capabilities of SHETRAN, say, for implementing the possibility of carrying out not
only rainfall-runoff simulation but also rainfall-stage modelling. This enhancement would
provide SHETRAN with the important capability of reducing significant data uncertainty
that is normally attached to river discharges derived from rating curves [13].
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Finally, the main message of this paper is that the use of the free-license code SHETRAN
in any real case or research applications is as feasible as using any similar commercial-
license model. There is not any modelling constraint besides the additional programming
of specific-task subroutines or the manual completion of needed modelling tasks. In this
context, modellers could benefit from the high potentials that the structure of SHETRAN
offers for the integrated (simultaneous surface, subsurface and groundwater) modelling of
hydrological systems.

5. Conclusions

There is a demand for modelling hydrological complex catchments using cheap and
reliable mechanistic codes. This work has tested a code of this type, the free-license PBD
SHETRAN code, on a geologically complex 586 km2 catchment. The complex geometry
of the study catchment that included six geological units, as well as the spatial variability
of the different physical parameters, was successfully incorporated into the distributed
model of the site. The model was calibrated by tuning the values of the Manning’s rough-
ness parameters for the simulation of overland flow and river discharge, as well as, the
hydraulic conductivities of the geological units. In general, the discharge simulation at
the catchment outlet was acceptable, although some peak and low flows were not well
simulated. Discharge predictions were of inferior quality for the two internal stations that
were not considered in model calibration. The quality of the piezometric predictions varied,
mainly as a function of the location of a given piezometric well in the catchment and of
the geological unit where its screen was located. Overall, the discharge and piezometric
predictions of SHETRAN and the similar but commercial-license MIKE SHE code were
comparable. Further, all the modelling approaches and tests that could be implemented
with the MIKE SHE code could be also implemented with SHETRAN, although SHETRAN
needed the programming of a larger number of specific-task subroutines for data han-
dling. All this encourages the use of the free-license SHETRAN code for carrying out the
distributed modelling of geologically complex systems.
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