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Foreword

Prof. (Dr.) Girish Kumar Singh

Department of Electrical Engineering,

Indian Institute of Technology Roorkee,

Roorkee, Uttarakhand, India

Email: girish.singh@ee.iitr.ac.in

Resiliency of power systems is gaining

increasing attention from researchers and

corporate entities largely because of a grow-

ing number of outages due to climate

change-induced disastrous events, which

are also showing an increasing trend of

occurrence in recent times. At the same

time, the radical change in the demands and expectations of performance

of power systems in terms of 21st-century parameters, coupled with con-

sumers’ participation through distributed generation and need for green

energy, has brought about a paradigm shift in the way the new age power

system network have evolved. Ensuring uninterrupted power supply to all

the customers connected to the utility by mitigating and/or overriding fre-

quently occurring temporary and permanent system faults is what preserving

the reliability of the system is all about. A resilient system on the other hand

should prevent long duration outages caused by low-frequency high-impact

(LFHI) events; it must be able to predict, prepare for, endure, and bounce

back to normalcy before, during, and after the occurrence of a severely dis-

ruptive event. As these so-called LFHI events are rare and unpredictable, a

resilient systemmust also learn from its past experiences and adapt itself to be

resilient against the reoccurrence of such events.

Historically the focus of electrical engineers in power system research has

been highly reliant on traditional methods based on system parameter mea-

surement and analysis. But in the last decade, there has been a notable rise in

research concerned with power system fault detection and assessment using

advanced relaying systems based on artificial intelligence (AI), Internet-of-

Things (IoT), machine learning (ML), cloud computing, and cyber physical

systems.Most of this research has revolved around predicting system stability

and short-circuit faults, reliability analysis, and grid security, but researchers

are also interested in risk factors predictive of system conditions. There have

been several different approaches to enhance power system resiliency
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prescribed in literatures; a more generalized resilience evaluation, quantifi-

cation, and economic realization is still awaited and leaves ample scope of

study for future researchers.

This book’s chapters present the very best in fundamentals and applica-

tion perspectives to deal with the issue of resiliency in power system. Topics

run the gamut of research in this field: overview and architecture of resilient

energy systems highlighting its issues and challenges, remedial action

scheme to increase resiliency under failures in the power grid, enhancing

relay resiliency in an electric power transmission system, power system sta-

bility data analysis using ML approaches, microgrids as a resilience resource

with a focus on real-world applications, IoT and fog computing application

to improve smartgrid resiliency, application of artificial neural network for

load forecasting in an electric power system to increase resiliency, and cost

benefit analysis for smart grid resiliency.

Because of the accelerating research progress in IoT, AI, ML, and cyber

security and its use in electric power systems in all its complexity, this book’s

publication is not only timely but also much needed. This book contains 10

peer-reviewed chapters reporting state of the art in resiliency research in

power systems as it relates to the most fundamental aspects as well as the

application of AI and computational intelligence techniques, covering many

important topics in contemporary prognostics. In my opinion, this bookwill

be a valuable resource for graduate students, engineers, and researchers inter-

ested in understanding and investigating this important field of study.
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Preface

With climatic change, the world is witnessing increased instances of

extremely devastating climatic events apart from many other low-frequency

high-impact calamities, which leave behind trails of massive destruction.

These calamities take a heavy toll on the electrical power systems (EPSs)

infrastructures, leading to power outages for sustained periods before the

infrastructure is remedied and the system creeps back to recovery. Themod-

ern world and its way of life as well as means of livelihood are heavily depen-

dent upon continuous and reliable power supply. Outages are unwarranted

and considered a serious threat to the economy and development of a nation.

In such circumstances, the power system needs to be resilient against these

disruptive events. Resiliency of power systems is now viewed as a matter of

great concern as investment toward making a system resilient is thought to

be more prudent than trying to bring down the price of power. The resil-

iency of an EPS is defined as its ability to bounce back to equilibrium (stable

operating point) after a major disruptive event. “Robustness,” “resourceful-

ness,” “rapid recovery,” and “adaptability” are the four features considered

to be the attributes of resilience by the National Infrastructure Advisory

Council (NIAC), United States. Rapid recovery and adaptability to an

unprecedented disruption are the major requirements for ensuring resiliency

of an EPS, in which a microgrid is considered the most viable solution in this

aspect. The presence of renewable energy sources, their ability to feed crit-

ical loads during system contingencies through islanded mode of operation,

operational flexibility, and self-healing capabilities are the features that qual-

ify microgrids as most suitable and effective resilient resources for service res-

toration in the event of “low probability high impact (LPHI)” events.

“Resiliency of power systems” is in the nascent stage of research. The actual

meaning of the term “resiliency” has been defined in several ways in various

research works; however, a proper and unifying definition of this term is yet

to be confirmed by researchers.

This book aims to provide resilience and associated metrics that can be

used quantitatively. Moreover, several methodologies related to improve-

ment of the power system’s resilience through optimal selection and location

of infrastructure as well as resources, high penetration of renewable energy

resources, cyber physical systems, Internet of Things, Internet of Services,
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and advanced computing techniques have been included. A brief description

of the topics covered follows.

Chapter 1 provides a detailed analysis on the overview and architecture

of resilient energy systems. The need for resiliency improvement in the EPS,

the difference between resiliency and reliability, and the importance of resil-

iency improvement are discussed and descriptions of associated resiliency

matrices are presented.

Chapter 2 provides a comprehensive review of resilient smart-grid sys-

tems. It describes the issues and challenges of smart grids with the aim of

identifying means to improve the resiliency. Moreover, it analyzes smart-

grid resilience matrices and different methods for resiliency improvement.

Chapter 3 presents the implementation and simulation results of a reme-

dial action scheme applied to the Central American electric power grid. It is

proven that the implementation of this regional protection will increase net-

work resiliency under failures that could cause regional blackouts. Four case

studies that show the improvement of the Central American power grid per-

formance are analyzed.

Chapter 4 discusses the coordination of directional overcurrent relays

(DOCRs) with the application of metaheuristic methods. The coordination

of DOCRs is solved by formulating the optimization problem based on the

fulfillment of time constraints. The proposed coordination method reduces

the operation time of the relays compared with the traditional coordination

method. The use of nonconventional curves is considered to provide the

flexibility needed to meet the time intervals at each required location to

improve relay resiliency in an EPS.

Chapter 5 presents the stability issues of smart-grid cyber-physical sys-

tems (CPSs) and the computational role of intelligence techniques in dealing

with the issues. An improved genetic algorithm (GA)-based extreme learn-

ing machine (ELM) model for smart-grid CPS stability prediction is pres-

ented. The results of the suggested model are compared with other

profound computational intelligence models.

Chapter 6 discusses the challenges of conventional protection schemes

applied to the current renewable penetrated power system. Different protec-

tion schemes in active distribution networks and microgrids are presented.

The major issues related to microgrid protection are presented and various

possible solutions are discussed comprehensively. Some of the recent machine

learning (ML)-based schemes to perform protection tasks such as fault detec-

tion, fault type, and faulty phase classification and location are presented.
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The application of data-driven and ML-based methodology is proving to be

very efficient in maintaining the resiliency of an active grid.

Chapter 7 discusses the strategies and concepts that enable resiliency

through microgrids. Existing research deals with the formation and control

of microgrids with a tendency to focus on a broader concept of system sur-

vival during an LPHI event. However, there is no solid approach developed

for engineers and researchers to use the resourcefulness of microgrids to

serve as a resiliency asset during an LPHI event. This chapter helps readers

to understand the key features of microgrid resiliency, evaluation of resil-

iency and the challenges, and the future of microgrids as a resiliency

resource.

Chapter 8 presents the use of IoT and Fog computing in smart-grid

applications. Different applications of IoT technologies in smart grids to

improve the security issues and resiliency are presented. The chapter inves-

tigates the current status of Fog computing applications in smart-grid eco-

systems with the integration of IoT technology. It also elaborates on the

related security issues and challenges of IoT and Fog computing in smart grid

systems.

Chapter 9 discusses the role of advanced forecasting techniques in deal-

ing with the resiliency issue. A neural network-based load forecasting

method is presented for proper energy management. The effects of load

forecasting uncertainties are also studied from a power system reliability

point of view.

Chapter 10 states that the ability of the power system to withstand,

respond to, and recover from a catastrophic event is an important factor

often used to define the resilience of a power system. Environmental threats

and human threats, such as cyber security attacks, may trigger these types of

incidents. Cost-benefit analysis (CBA) is a proven method to assess the eco-

nomic feasibility of development interventions. The cost of undertaking any

project can be compared by using CBA and by knowing their net benefit

and efficiency. A flexible framework for CBA can assist in assessing and pri-

oritizing investments to improve the resiliency of the energy system. This

chapter deals with the economic approach to calculate the benefit and cost

of any project. CBA should be seen as a preferred choice by proving that

benefit outweighs the cost and providing significance to the community.

We thank all the contributors and the reviewers for their valuable con-

tributions and dedicated efforts toward the successful completion of this

book. We thank the editorial team at Elsevier for their valuable technical
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support and timely publication of the book. We thank our universities,

authorities, and staff members for maintaining a cordial atmosphere and pro-

viding the facilities for the completion of the book.We express gratitude and

sincere regards to our family members who have provided great support dur-

ing preparation of this book.

Ramesh C. Bansal, Editor

Manohar Mishra, Editor

Yog Raj Sood, Editor
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CHAPTER ONE

Overview and architecture
of resilient energy systems
Bhaskar Patnaika, Manohar Mishrab, and Ramesh C. Bansalc,d
aBiju Patnaik University of Technology, Rourkela, Odisha, India
bDepartment of Electrical and Electronics Engineering, FET, Siksha “O” Anusandhan University,
Bhubaneswar, India
cDepartment of Electrical Engineering, University of Sharjah, Sharjah, United Arab Emirates
dDepartment of Electrical, Electronic and Computer Engineering, University of Pretoria, Pretoria, South Africa

1. Introduction

The introduction to power system resiliency can be preluded with the

following excerpt from a recent news article in Bloom Energy (Frank,

2019): “As outages increase, business are considering the ‘cost of not having

power’ instead of just the ‘cost of power.’ Energy resilience is becoming an

issue business leaders can no longer afford to neglect-both from a strategic

and cost perspective.” The article, while highlighting the energy trends in

2020 and in coming years, predicts that escalating climate challenges and

vulnerability of the grid to the devastating effects of these extreme climatic

conditions have elevated the focus of business leaders on energy resiliency

and sustainability. The losses incurred because of increased number of out-

ages in recent past have far reaching negative consequences than that of man-

aging the cost of power generation. Electric companies in the United States

have reported more than 2500 major outages since 2002 and nearly half of

these (1172 to be specific) were caused by weather conditions, such as

storms, hurricanes, and other unspecified severe weather conditions

(Hussain & Pande, 2020). Ironically, such incidences are having an increas-

ing trend. Depending upon the geographic location, each and every country

suffers from the vagaries of nature, which leaves behind massive infrastruc-

tural devastation. And power infrastructure always remains the major casu-

alty with significant loss in terms of economy and sufferings inflicted upon

people.

Electric Power Systems Resiliency Copyright © 2022 Elsevier Inc.
https://doi.org/10.1016/B978-0-323-85536-5.00007-2 All rights reserved.
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2. Understanding the causes of outages

There are a wide range of events which can lead to power outages,

climatic conditions being just one of them. In terms of frequency of occur-

rence and quantum of devastation inflicted, these events are sometimes cat-

egorized as “low-frequency high-impact” (LFHI) and “high-frequency

low-impact” (HFLI) events. Needless to say, tackling LFHI events are

the most challenging tasks. LFHI events can also be termed as “large area

long duration” (LALD) events considering the vastness of the affected area

and longevity of the ensuing power outage. Generally, these events are

unpredictable with regards to their time of happening and the quantum

of devastation. However, certain technological developments in weather

and disaster forecasting do provide some warning period to face certain types

of eventualities (Enhancing the Resilience of the Nation Electricity System,

2017). Apart from extreme weather conditions, there are many factors

which leads to outages, such as cyberattack leading to power system com-

munication failure and subsequent disruption, political misgivings leading

to discontinuation of fuel supply chain, extreme climatic condition (other

than weather) ensuing intentional outages for particular city or zone, etc.

The nature of disruptive events varies widely in terms of predictability, size

of the affected geographical area, and availability of warning time to prepare

for the eventuality. The extent of the impact of a disruptive event depends

on the existing condition of the power system infrastructure,

interdependence of the infrastructures, and the spatial and temporal impacts

of the disruptive event itself. A comprehensive list of all such possible events

with tentative warning periods and their impact on power system resiliency

are provided in Table 1.1.

3. Why resiliency?

Irrespective of the causes, one thing that is of growing concern is that

outages translate in loss to economy and uncouth misery to the people who

have become ever dependent on electricity for even a bare minimum com-

fort of a lifestyle. In these contexts, it has become imperative that EPSs

worldwide should be resilient enough. A resilient EPS must ensure

uninterrupted power supply overriding the temporary insignificant fault

conditions andwithstanding the numerous disruptive and destructive calam-

ities or events as enlisted before. In short, it must be robust enough to be

2 Bhaskar Patnaik et al.



Table 1.1 Characteristics of low-frequency high-impact (LFHI) extremely disruptive events.
LFHI events/threats
(to electrical utility
grids and services)

Expected advance warning
time (preoccurrence of the
LFHI event)

Required recovery time
(postoccurrence of the LFHI
event)

Extent of damage/consequence/
impact Instances

Cyberattack Limited or no warning (can

be almost instantaneous).

Sometimes, the hacker

may be collecting

information covertly

while seemingly

remaining inactive for

months

Duration of restoration is

unclear and entirely

depends on the nature of

attack

Failure in preventing the intrusion of

malware to critical systems may

jeopardize the entire system.

Though physical damages do not

happen, but there is always a

possibility of so depending upon

the sophistication of the attack.

Modern power systems which rely

heavily on software and

communication networks are

most vulnerable to this attack, such

as SCADA, power plant

distributed control systems, smart

grid technologies, distributed

energy resources, etc.

Cyberattack on Ukrainian

power system (2015)

Drought and

associated water

shortage

Sufficient warning time gets

available

Have manyfold impact on power

systems. Reduced hydroelectricity

generation, scarcity of cooling

water for cooling towers of power

stations, and increase in demand of

power for pumping purpose are

few of the implications of drought

leading to stress on power system.

Hardware failures and error by

operators due to stress on power

system can result in increased

significant outages

Continued



Table 1.1 Characteristics of low-frequency high-impact (LFHI) extremely disruptive events—cont’d

LFHI events/threats
(to electrical utility
grids and services)

Expected advance warning
time (preoccurrence of the
LFHI event)

Required recovery time
(postoccurrence of the LFHI
event)

Extent of damage/consequence/
impact Instances

Earthquake Happens without warning.

Possible to obtain several

seconds of advance

warning by recording the

propagation velocity of

the earthquake using

sophisticated instruments

Restoration following a

massive earthquake is a

massive task and take

quite a long time in terms

of days and weeks

Significant potential of disruption of

major power system equipment,

including distribution poles,

transmission towers, substations,

and generating units. Possibility of

damage to natural gas systems due

to vulnerability of supply pipelines

to earthquakes

Few major earthquakes of

recent past:

2011_Sendai_Japan

2010_Bio-Bio_Chile

2004_Sumatra_Indonesia

Flood/storm surge Floods can be of many

forms. While flash floods

happen unexpected, the

buildup of floods because

of hurricanes and tropical

storms do provide

adequate warning period

Flood mapping using

historical flood data helps

choosing the locations

least likely to be

inundated for placing

major facilities of the

utility grid. However,

climatic changes may put

the historic data-based

floodmapping gowrong.

This requires careful

planning and design of

underground electrical

systems in areas prone to

frequent flood

Floods can cause serious damage to

distribution and transmission

towers, equipment installed on the

ground, and weaken the footings

of the poles and towers. Flooding

makes access to distribution system

difficult for the repair crews

History is full of instances of

floods leaving trails of

massive destruction of

infrastructure as well as

toll of people. Few

recently happened floods

can be listed out as:

2016_India_Flood caused

by Monsoon Rain

2013_North India Floods

2011_Southeast Asian

Floods



Hurricanes or

tropical cyclones

The vastly improved

present day weather

forecasting models can

provide warning several

days in advance. Intensity

and location of landfall of

the storms or cyclones

can now be predicted

with high degree of

accuracy

Recovery from hurricane

may take several days or

weeks depending upon

the extent of damage to

the power system

infrastructure

Tropical cyclones can cause

extensive damage to the power

systems. Cyclones have threefold

impacts on the power system

infrastructure. High-speed winds

on the land, followed by

inundation of coastal areas due to

storm surge and flooding due to

precipitation

Super cyclone of 1999,

Filine (2011), Hudhud

(2012), Foni (2019), all in

India in recent times

Ice storm Season specific, hence

adequate preventive

measures can be and is

taken well in advance

With well proven emerging

techniques, risk from ice

storms could be

minimized and recovery

time can be accelerated.

Complete recovery may

take weeks

Can cause widespread damage to

distribution and transmission line

systems because of collapse of

poles and structure on

accumulation of ice

1998_South-eastern Canada

and North-eastern

United States

Major operation

error

Blackouts due to

operational error can

take place over a period

of few minutes to hours,

providing the

opportunity to detect the

error and take

appropriate corrective

actions

It may take minutes to days

to recover the system

depending on the cause

and nature of fault which

initiated the operational

error

Blackouts or cascading blackouts are

the consequences of major

operational errors, though no

serious damage to the physical pats

of the power system is expected

Northeast, United States

(2003) blackout.

Southwestern, United

States (2011) blackout

Continued



Table 1.1 Characteristics of low-frequency high-impact (LFHI) extremely disruptive events—cont’d

LFHI events/threats
(to electrical utility
grids and services)

Expected advance warning
time (preoccurrence of the
LFHI event)

Required recovery time
(postoccurrence of the LFHI
event)

Extent of damage/consequence/
impact Instances

Physical attack Can occur without or with

limited warning

Recovery may take many

days or weeks

Possibilities of significant damage to

important system components,

such as large transformers,

substations, and equipment cannot

be ruled out

Bombing and terrorist

activities and such as those

happened in Afghanistan,

Colombia, Peru, and

Thailand, to cite a few

(NRC 2012). Planned

sniper attack on Metcalf

transmission substation

(2013) in the United

States

Regional storms

and tornadoes

Occurrence and frequency

of events like tornadoes

are unpredictable, while

storms and few other

regional weather-related

events can be predicted

based on scientific

understanding of these

not so rare events

With planned preparedness,

the locally affected

systems can be repaired

and the system can be

recovered within few

hours to days

Damage is limited to specific regions

and are not widespread. However,

the extent of damage could be

massive depending upon the type

and intensity of weather event

Tornado affecting

Mississippi to North

Carolina, United States

(2006)



Space weathers and

other

electromagnetic

threats

30min of advance warning

by satellites and sun

observation up to 2–
3days ahead of impact

can be expected,

providing opportunity to

protect the grid through

implementation of

operating procedures

that are designed to

protect critical

components of the EPS.

The time constants

determining impacts on

transformers from solar

storms (or from the E3

portion of

electromagnetic pulse

(EMP) events) are slow

enough and hence

transformers, which form

the major component of

the EPS, can be

protected during the

occurrence of the event

A real-time monitoring

through a well-

developed standard of

approach to mitigate the

impact of solar storms on

transformers is highly

desirable. Such real-time

monitoring combined

with automated

protection schemes can

further help prevent

damage to transformers

due to geomagnetic

disturbances

There are varieties of solar activities,

also known as space weather,

which can affect earth’s

environment. Coronal mass

ejections can cause fluctuations in

earth’s magnetic field leading to

creation of very low-frequency

voltage gradients across land. The

voltage gradient induces

quasisteady state current in long

transmission lines, causing

magnetic saturation of the

transformer cores, which results in

overheating of the core and

subsequent damage of the

transformers

1859_Carrington: Failure of

United States and Europe

telegraph

systems,1989_Qu�ebec:
Power supply disruption

for almost 9 h affecting

over 6 million people. A

smaller hour-long outage

occurred in Sweden in

October 2003

Continued



Table 1.1 Characteristics of low-frequency high-impact (LFHI) extremely disruptive events—cont’d

LFHI events/threats
(to electrical utility
grids and services)

Expected advance warning
time (preoccurrence of the
LFHI event)

Required recovery time
(postoccurrence of the LFHI
event)

Extent of damage/consequence/
impact Instances

Tsunami Impact of tsunami is limited

to coastal areas, and with

advanced warning

systems, sufficient time

can be obtained to shut

down the critical facilities

to minimize the damage

Restoration and recovery

may take days or weeks

depending upon the

magnitude of damage to

the electricity

infrastructure

With proper utility planning, the

effect of tsunami on electrical

power systems can be significantly

curtailed. Existing facilities located

in tsunami vulnerable coastal areas

however suffer major devastation

Puerto Rico, United States

(1918) Alaska, United

States (1946). Chile,

United States (1960).

Prince William Sound,

United States (1964)

Volcanic events Volcanic activities are

confined to specific

countries and locations

therein, hence not of a

concern to many

countries. Active

warning systems, such as

the one maintained by

the United States. Few

geological surveys helps

anticipating the

occurrence of eruption

well in time

Instead of recovery

planning, the only

strategy that can best be

adopted is to avoid

locating critical facilities

in the vulnerable areas

The area of impact could be very

large, which spreads not only to

the immediate hazard area but also

to areas to which the ash can

spread out. Fine dust particulates

and volcanic ash can cause

flashover in insulators and

potentially damage transformers

Indonesia is considered most

vulnerable to volcanic

eruptions followed by

countries like Philippines,

Japan, Mexico, Ethiopia,

Guatemala, Ecuador,

Italy, El, Salvador, and

Kenya



Wildfire Generally, no warning

period is available

Facilities charred downmay

take days or weeks to get

restored

Major power system components,

substations, and transmission

systems lying in the fire affected

areas will only get damaged and

hence the operators may need to

divert the path of power flow

avoiding the affected areas.

Effective vegetation management

can often help limit the damage

caused by wildfire, although very

large fires can often jump even the

most aggressive protective margins

Going by the claims of the

scientists working on

climate change, more

frequent and more intense

wildfires are predicted in

upcoming times



reliable. A resilient EPS should also be capable of predicting and preparing

itself to face any eventualities with potential to cause power outage. A resil-

ient EPS must also have the inherent mechanism to regroup itself to bounce

back to normalcy immediately after the occurrence of disruptive events

ensuring power supply to critical establishment at the least. A reliable power

supply under any eventuality should be the hallmark of any resilient power

system. And in this context, there happens the possibility of mistaking resil-

iency as reliability and the vice versa. However, it is not so though there is a

strong resemblance between the two. Reliability is well defined and under-

stood in the context of electricity sector and has well-defined metrics con-

trary to resiliency.

3.1 Understanding resiliency
The National Association of Regulatory Utility Commission (NARUC)

(Andrews, 1995) defines resilience as—“the ability of the system to antici-

pate, absorb, recover from, and adapt to disruptive events, particularly high-

impact, low-frequency events.”The USDepartment of Homeland Security

(DHS) (House, 2013) provides a definition of resilience as “the ability to

adapt to changing conditions and withstand and rapidly recover from disrup-

tion due to emergencies.” The National Infrastructure Advisory Council

(NIAC) (Vugrin et al., 2010) defines resilience in terms of infrastructure

resilience as—“the ability to reduce the magnitude and/or duration of dis-

ruptive events. The effectiveness of a resilient infrastructure or enterprise

depends upon its ability to anticipate, absorb, adapt to, and/or rapidly

recover from a potentially disruptive event.” The National Association of

Regulatory Utility Commission (NARUC) (Keogh & Cody, n.d.) in its

report on “A Framework for Establishing Critical Infrastructure Resilience

Goals,” submitted to President Obama in November 2010, provided a

broad-based definition of resilience: “Infrastructure resilience is the ability

to reduce the magnitude and/or duration of disruptive events. The effec-

tiveness of a resilient infrastructure or enterprise depends upon its ability

to anticipate, absorb, adapt to and/or rapidly recover from a potentially dis-

ruptive event.” allowing for sector-specific applicability. The framework

was intended to narrow down the interpretation of resilience for various sec-

tors in terms of their abilities under the qualitative parameters: (1) robustness,

(2) resourcefulness, (3) rapid recovery, and (4) adaptability. The report also

opines that resiliency as interpreted based on the above-mentioned criteria

would help formulate policies in view of national security. However, the
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definition appears imprecise to be used in a regulatory framework. In this

context, NARCU provides a rather more pragmatic definition of resilience

as—“the term ‘resilience’ means the ability to prepare for and adapt to changing con-

ditions and withstand and recover rapidly from disruptions. Resilience includes the

ability to withstand and recover from deliberate attacks, accidents, or naturally occur-

ring threats or incidents.”Going by all these aforementioned definitions, it may

be inferred that modern day infrastructure (the EPS in context of this study)

should have few common traits incorporated to be resilient enough. They

may be listed out as (S. Chanda & Srivastava, 2015a, 2015b): (i) ability to

“withstand” any sudden inclement weather or human attack on the infra-

structure, (ii) mechanism to “respond” quickly and restore continuity of ser-

vice as soon as possible, after the occurrence of the unavoidable disruptive

event, (iii) flexibility to “adapt” to then new evolving conditions after the

event passes away, and (iv) the ability to “predict” or foresee the future

disruptive events based on experiences gained from past occurrences.

4. Resiliency versus reliability of electrical power
systems

Resiliency of an EPS can be gauged by the occurrence of LFHI events

in terms of the system’s preparedness to deal with, in its dexterity of handling

and restoring the critical loads in quickest possible time prioritizing over the

noncritical loads. Reliability on the other hand relates to the system’s ability

to provide uninterrupted service overcoming the frequently happening

HFLI events. The HFLI events are essentially the system disturbances which

the protection schemes fail to suppress, such as short circuits due to animal

intrusion, etc. causing very short duration outages. Reliability of power sup-

ply needs to be ensured for all level of consumers connected to the system. A

brief comparison between resiliency and reliability is provided in Table 1.2

(S. Chanda & Srivastava, 2015b).

5. Matrices for measurement of resiliency and reliability

5.1 Reliability matrices
The degree of reliability required varies from grid to grid or nation to nation.

What is sufficient for one nation may not be of acceptable level for the other.

In this context, quantification of reliability through measurable matrices

provides a clear understanding of the reliability requirement. Fortunately,
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matrices for reliability measurement are well defined. Reliability of a system

is calculated in terms of duration and frequency of outages. For calculation of

reliability in terms of duration of outages, the often used matrices are,

namely, system average interruption duration index (SAIDI) and the cus-

tomer average interruption duration index (CAIDI). Eqs. (1.1), (1.3) pro-

vide the formulation of SAIDI and CAIDI, respectively. Eq. (1.2)

provides the formulation for reliability calculated using system average inter-

ruption frequency index (SAIFI), which is a measure of reliability based on

frequency of outages.

SAIDI ¼ Sum of duration outages suffered by customers

Total numbers of customers serviced

¼

X
dini
i

nt

(1.1)

SAIFI ¼ Total number of outages suffered by customers

Total numbers of customers serviced
¼

X
i

ni

nt
(1.2)

Table 1.2 Resiliency versus reliability.
Parameters for
comparison Resiliency Reliability

Nature of

disruptive

event

LFHI HFLI

Hindrance Network design, operating

conditions, control and

demand side management

(DMS) actions in response to

disruptive events

The need to ensure

uninterrupted quality power

supply to all connected loads

Definition Not well defined Well defined

Matrices for

measurement

Yet to be defined properly SAIFI, SAIDI, ENS, CAIDI,

CAIFI

Duration of

measurement

Measured before or after an

event

Usually measured over a certain

period of time

Load priority Focuses on recovery of critical

loads followed by others

All connected loads carry equal

priority

Types of outages

needed to be

dealt with

All outages irrespective of

duration

Short duration outages less than

5 min are not accounted
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CAIDI ¼ Sum of duration of outages suffered by customers

Total numbers of outages suffered by customers

¼

X
dini
iX
i

ni
¼ SAIDI

SAIFI
(1.3)

There are fewmore formulas to measure reliability, such as customer average

interruption frequency index (CAIFI) and momentary average interruption

frequency index (MAIFI), which are as listed in Table 1.3. Interruption cost

estimate (ICE) calculator, developed by U.S. Department of Energy (DOE),

is another metric which helps estimating interruption costs and benefits on

investing in infrastructure development to enhance reliability.

In the context of reliability matrices, the demarcating points exposing the

difference between reliability and resilience can be deliberated as follows. All

the available reliability matrices are formulated based on frequency and dura-

tion of events, an apparent indication to HFLI events. When the frequency

of occurrence of events tends to be minimal and duration of outages tends to

be relatively of infinite time, which are the attributes of LFHI events, these

aforementioned reliability matrices become redundant. In addition, matrices

like ICE calculator, which again is devised for short duration events, do not

take into consideration the fact that the cost of lost power keeps increasing

with duration of outage. In short, the reliability matrices cannot be extended

to serve as a measure of resilience of a system.

5.2 Resiliency matrices
The very nature of LFHI events makes resilience subjective as it becomes

next to impossible to quantify resiliency of a system. Each type of LFHI

event has different levels of unpredictability and impact which makes the

preparedness to face all types of eventualities almost impossible. A well-

defined quantifier of resiliency in this context would certainly help the plan-

ners and operators to decide upon the required degree of preparedness.

Preparedness requires large investment and the benefit of the investment

needs to be known prior to make appropriate tradeoff between investment

and degree of resiliency.

There have been several attempts at development of resilience matrices

based on varied approaches. As threats to resilience and their consequences

do not have common attributes, a generic resilience metrics is not feasible
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Table 1.3 Reliability matrices.
Reliability matrices Formulation Purpose of the metric

SAIDI (system average

interruption

duration index)

P
i

r inið Þ

nt

(1) Most used measure for

sustained interruption.

(2) Measures the total

duration of an interruption

for the average customer

during a given time period.

(3) Calculation made on

monthly or yearly basis

SAIFI (system average

interruption

frequency index)

P
i

ni

nt

Indicates the average count of

outages faced by the

customer in a given year (or

time period as may be

specified for a particular

study)

CAIDI (customer

average interruption

duration index)

P
i

r inið ÞP
i

ni

Measures the average time to

restore service

CAIFI (customer

average interruption

frequency index)

P
o

noð ÞP
i

nið Þ

Measures the average count of

interruptions per customer

interrupted per year

CIII (customer

interrupted per

interruption index)

P
i

nið ÞP
o

noð Þ

Provides the average counts of

customers facing

interruption as a result of an

outage

MAIFI (momentary

average interruption

frequency index)

P
i

Idinið Þ

nt

Measures the average number

of small-time interruptions

(mostly that occurs at the

substation, as the momentary

interruptions at in

distribution systems are

difficult to trace) over a given

fixed period of time

ASAI (average service

availability index) 1�
P
i

r inið Þ

nt

 !" #
� 100

(1) It is a measure of hours of

service available to customers

as against hours of services

demanded over a given time

period. (2) It generally

indicates to the reliability of

service

Idi¼number of interrupting device operations; ni¼ total count of customers interrupted; no¼count of
interruptions; nt¼ total count of customers served; ri¼ restoration duration;T¼ time period under study.
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and researchers have proposed various approaches to deal with this issue. S.

Chanda (2015) opines that the impact of any disruptive event can best be

assessed by the time taken by the system to bounce back to normalcy. Some

researchers have deliberated upon formulation of resiliency metrics

encompassing the entire infrastructure of a community or a city (Fisher &

Norman, 2010; Petit et al., 2013). Sandia National Laboratories on the other

hand have proposed a “Resilience Analysis Process” to assess and evaluate

the resiliency of a given system for further improvement in addition to help-

ing the policy makers reach to a dependable, risk-based decision (Watson

et al., 2014). The first six steps of the RAP provide the means to assess a

system’s baseline performance. As all seven steps are practiced, RAP scopes

into identifying means of improvements to achieve increased resilience. A

graphic representation of the seven-step resilience assessment process is enu-

merated in Table 1.4. The framework also envisions that metrics designed

for certain set of threats should reflect the system performance, as not only

the system resilience should be capable of dealing with a certain threat but

also it should be able to do so with certain desired level of performance. In

addition, resilience matrices should have certain helpful attributes, as

listed below.

Easy comprehension and interpretation: Operators should be able to under-

stand the situation and take appropriate action in the quickest possible time.

Flexible and scalable: To incorporate resilience related measures with min-

imal modifications.

Least metric computation time: Metric computation time should be less than

system control response time.

Metric sensitivity: The sensitivity of themetric should corroborate to phys-

ical changes in the network.

Post event capturing of attributes: Themetric should be able to capture all the

attributes of the impact of the disruptive events on the power system, spe-

cifically quality and continuity of service. In other words, the metric should

preserve maximum information about all the noncommensurate factors that

affect power system resilience.

Easy implementation: The metric should be easily implementable in the

distribution management systems (DMS) and compatible with existing

and future data acquisition hardware.

Metric format for data exchange: The format for resilience metric data

exchange should be following the common data exchange protocols.
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Table 1.4 Resilience analysis process as proposed by Sandia National Laboratory.
Sequence
of analysis Process sequence title Process sequence objectives/exercises

Step-1 Define resilience goals (1) Fixing of high-level resilience goals.

(2) Define the kind and magnitude of

changes to be incorporated.

(3) Identify key stakeholders and

anticipate possible goals of conflicting

interest among them

Step-2 Set power system and its

resilience metrics

(1) Scope of the analysis established in

terms of system’s geographic

boundaries, relevant time periods,

and/or relevant components.

(2) Matrices selection to make

operational and planning decisions

Step-3 Characterization of threats (1) To estimate the level of resilience

needs to be obtained against identified

threat(s) through characterization of

the threat(s). (2) Characterization of

the threat and its consequences to

figure out the most important aspects

of the threat that needs to be addressed

to minimize the impact

Step-4 Assessment of the

anticipated level of

impact

Picking up the attributes of each threat

to assess the extent of damage that is

likely to result.

Step-5 Development and

implementation of system

models

(1) Input from Step-4 to develop system

models—making association of

damage to output level of the

designed system models. (2) As many

system models as may be required

needs to be developed to capture

information on relevant aspects of the

whole system. (3) Presence of

dependencies between these models

needs to be identified

Step-6 Calculate consequence Outputs from system models are

converted to the resilience metrics

that were defined during Step-2

Step-7 Evaluate resilience

improvements

(1) Decisions to be made about

modification in operational decisions

and/or plan investments to improve

resilience. (2) The newly populated

metrics for resilience are used to

decide upon need for a physical

change/a policy change/a procedural

change
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6. Means of improving resiliency

The present-day electrical power system (EPS), which is fast evolving

as a smart grid, the microgrid, is viewed as an important enabling compo-

nent. Although implementation of microgrid technology in the existing tra-

ditional EPS is associated with many issues and challenges, it also brings

along immense benefits in smart grid context. One of the major benefits

could be cited as the role of microgrid in improving the system resiliency

(Patnaik et al., 2020). In case of loss of mains, microgrid ensures continuity

of supply to its loads with the help of distributed generators (DGs) and

energy storing systems (ESSs) provisioned within its defined electrical

boundary. In case of LFHI or any other disruptive events, the microgrids

can ensure continuity of supply during or immediately after the occurrence

of the events, thereby contributing to the resilience of the power distribu-

tion system. Improving power system resiliency thus can be viewed as an

important complementary value proposition of microgrids. However, dur-

ing the happening of a high-impact disruptive event, the very survival of

microgrids operating in islanded mode and serving locally connected load

is itself a crucial issue in the context of system resiliency. In the above con-

text, Balasubramaniam et al. (2016) have proposed an energy management

system in microgrids operating in islanded mode because of disruption of

supply from the main grid for a longer period of time. The loads in the

microgrid are characterized as critical and noncritical loads. The task of pri-

oritizing loads for internal resourcing with an objective of maintaining the

service continuity alive till the main supply is restored is viewed as a

nonlinear programming problem. In similar context, the study by

Khodaei (2014) proposes resiliency-oriented microgrid optimal scheduling

model, wherein the load shedding within the microgrid is minimized

through efficient scheduling of available resources when supply from main

utility grid gets disrupted for a prolonged period of time. Quick and efficient

system restoration can be realized through the increasing number of DGs

being penetrated to the EPS. In Jiang et al. (2018), the authors have inves-

tigated the effect of DG’s switching-in points over areas of restoration islands

in a distribution network. The study also introduces a discrete particle swam

optimization algorithm-based islanding scheme with an aim to restore max-

imum number of loads aftermath of extremely disruptive events.

Though restoration of power supply to residential customers does not

come first in the priority list, a resilient systemmust address this at the earliest
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to save people from undue inconvenience. Rahimi and Chowdhury (2014)

have addressed this issue by proposing an approach based on combinatorial

use of plug-in hybrid electric vehicle (PHEV) and a photovoltaic (PV)

resource to enhance customer serviceability, thereby enhancing the resil-

iency of the distribution system.

Modern day grid control is highly interactive and hence has heavy

dependence on robust communication systems. Wide-area measurement

systems provide the necessary control inputs in the form of synchrophasor

data, which is very vital for wide-area damping control (WADC) used for

damping out interarea oscillations caused by increased penetration of

renewable resources and resulting uncertainty. Communication systems

always remain highly vulnerable to extreme disruptive events (such as

cyberattacks) and failure of it will certainly affect the control system of

the power system resulting in system instability. This aspect of system

resiliency issues is addressed by a few studies as follows. S. Zhang and

Vittal (2013, 2014) have proposed a hierarchical framework based on a

set of wide-area measurements for control. It involves switching of chan-

nels based on mathematical morphology identification to nullify the

impact of communication failures on control effectiveness. The control

framework is designed consisting of a number of single-input single-

output (SISO) supplementary damping controllers associated with a static

VAR compensator. When a signal in the hierarchy fails because of a com-

munication failure, the control automatically identifies another available

signal in an alternate communication route ensuring the stability of the

system. It leverages the large investment in nationwide installation of

phasor measurement units. In similar context, Bento et al. (2018) have

proposed a WADC design method focused on the need for robustness

at various operating points of the power system, to deal with the delay

in the communication channels, and to tackle possible situation of per-

manent loss of communication signals for effective functioning of impor-

tant controllers. Some extremely disruptive events (e.g., Hurricanes) and

their path of progression can be foreseen and monitored well in advance

so as to put in place preventive control actions. The distribution phasor

measurement units (D-PMUs) come handy in such cases, and syn-

chrophasor preevent reconfiguration can be planned for enhanced resil-

iency in power distribution systems. However, the D-PMUs is also

vulnerable to the disruptive effects of events like cyberattacks. In this

context, Pandey et al. (2020) have presented a data mining-based

approach for detection of anomaly in DPMUs and a resiliency-oriented
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preevent reconfiguration with islanding as proactive mechanisms to

minimize the impact of adverse events on system using processed

synchrophasor data.

Increased presence of microgrids, distributed generators, and distributed

resources (such as behind-the-meter energy storage systems and electric

vehicles) in present-day EPSs result in large number of control points stag-

gered over the nationwide utility grid. A centralized control architecture

though is very much advantageous and becomes a major cause of hindrance

itself during the occurrence of an extreme event. The communication band-

width, latency, and the scalability of centralized control architecture limit

the ability of the EPS to use the distributed resources and devices as active

resources to survive and recover from an extreme event. Decentralized or

distributed control architecture rather serves well in providing the EPS with

higher resiliency against extreme events. In this context, a centralized con-

trol architecture during normal circumstances and a coordinated central and

distributed control architecture to face extreme events for enhanced resil-

iency is proposed by Colson et al. (2011) and Schneider et al. (2019).

Increased operational flexibility obtained through coordination between

central and distributed control systems is envisioned in Schneider et al.

(2019), whereas a decentralized multiagent control method for distributed

microgrids is introduced in Colson et al. (2011) which deliberates upon a

dispersed decision-making approach engaging smart microgrid control

agents who act collaboratively during normal and emergency situations.

Such agent-based control in conjunction with microgrid technology can

improve power system resiliency significantly and is viewed as an enabling

technology for future smart grids.

A framework for resiliency-oriented proactive recovery of electric

power assets against impact of hurricane is suggested in A. Arab, Khodaei,

Han, and Khator (2015). The framework envisages designing the next gen-

eration decision-making tool for proactive recovery through several coor-

dinated models: (1) the outage model that assesses the impact of the event on

power system components; (2) the crew mobilization model that manages

the resources before the happening of the event; and (3) the posthurricane

recovery model that helps manage resources post occurrence of the event. It

is envisaged to further extend these models to establish applicability of them

to different kinds of electric grids with different technologies and regulatory

issues. A. Arab, Khodaei, Khator, et al. (2015) have similarly proposed a pro-

active resource allocation model for repair and restoration of power system

infrastructure located on the path of an impending hurricane. The problem
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is modeled as a stochastic integer program with complete recourse. The

large-scale mixed-integer equivalence of the original model is solved by

the Benders’ decomposition method to handle computation burden. Inten-

tional islanding can be used as an effective means to arrest the cascading out-

ages ensued by disruptive events. However, this requires strategy to position

and manage the microgrids to optimally control their internal resources. In

this respect, Gholami et al. (2017) have proposed a two-stage adaptive robust

formulation for predisturbance scheduling of microgrid. The approach con-

sists of obtaining the best day-ahead schedule prepared considering different

uncertainties followed by a decomposition strategy, called as column-and-

constraint generation (C&CG) algorithm, to realize the above objective. A

similar approach for enhanced system resilience improvement strategy is

proposed in Huo and Cotilla-Sanchez (2018), which suggests adequate par-

titioning of the entire power grid and positioning different areas of the grid at

good starting points for survival and reconnection. The method is based

upon a multiobjective electrical distance-based clustering algorithm with

an index that ensures adequate amount of generation capacity for each clus-

ter, an electrical distance matrix based on Q-V sensitivity, and a simplifica-

tion of the clustering method that shortens simulation times by

equivalencing a given power system model.

7. Conclusion

The importance of resiliency as a key factor in present business models

has gained much attention as increasing instances of outages because of

extreme climatic conditions have burnt a hole in the balance sheets of energy

centric businesses. The loss caused by outages has outweighed the benefits

accrued byminimizing the energy unit price. Hence, investment in technol-

ogy upgradation and infrastructure augmentation with an objective of

improving power system resilience is a subject matter of growing impor-

tance and requires researchers’ attention to this Greenfield research area.

Ensuring uninterrupted power supply to all the customers connected to

the utility by mitigating and/or overriding frequently occurring temporary

as well as permanent system faults is what preserving the reliability of the

system is all about. A resilient system on the other hand should fight out long

duration outages caused by low-frequency high-impact (LFHI) events; it

must be able to predict, prepare for, endure, and bounce back to normalcy

before, during, and after the happening of a severely disruptive event.
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As these so-called LFHI events are rare and unpredictable, a resilient system

must also learn from its past experiences and adapt itself to be resilient against

the re-occurrence of such events. And this requires indices or matrices to

capture the attributes of an event to set a desired resilient benchmark against

specific or a group or all possible extreme events. There are many established

and proven matrices to evaluate reliability of a system. But generalized indi-

ces to measure and evaluate the resiliency of the modern power systems

against varied kinds of extreme events is yet to be put in practice. As has been

discussed in previous sections, there have been many studies proposing

methods and schemes to enhance the resilience of a utility grid. Some of

these are based on conventional grids, making them obsolete in context

of the evolving smart grids. Some suggest making the infrastructure robust

against possible physical damages. Whereas making the communication sys-

tem secured against the cyberattacks is another means of adding to the resil-

ience of a system, and various cyber security systems in this context have

been proposed by many. Although there has been several different

approaches to enhance the power system resiliency prescribed in literature,

a more generalized resilience evaluation, quantification, and economic real-

ization is still awaited and leaves ample scope of study for future researchers.
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1. Introduction

1.1 Evolution of power system
The year 1891, when the first major electrical power system (EPS) was

commissioned to drive a 100-hp (75kW) synchronous electric motor, could

well be considered as the beginning of flourish of the commercial application

of electricity. Since then, the power system has gone through mammoth

expansion ushering in rapid industrialization and giving a new fillip to the

world economy. Over the past century, electrical energy has been the

key trigger in rapid worldwide urbanization and infrastructural development

and the same in turn caused a sharp increase in demand for power, leading to

massive expansion of the EPS. The growth of the EPS has largely remained

influenced by socioeconomic, political, and geographical constraints specific

to the region or countries concerned (Farhangi, 2010). However, the basic

topology of the existing EPS has primarily stayed unchanged. A strictly hier-

archical system of unidirectional power flow from the generating station to

the load and clearly demarcated operational framework of generation, trans-

mission, and distribution mark the conventional EPS. Till a decade ago, the

EPS or for that matter the electrical grid was characterized by (i) centralized

generation, (ii) electro-mechanical components, (iii) one-way communica-

tion, (iv) manual monitoring and manual restoration assisted by few sensors,

and (v) limited customer choice. In addition, the burgeoning size of the EPS

made it humanly impossible tomonitor and control the gridmanually. Thus,

the control was limited and hence grid failures and blackouts were regular

features. Also, the design of the EPSwas confined to the primary objective of

withstanding the occasional maximum anticipated peak load demand and
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hence was not in a position to dynamically schedule load to have an efficient

power management. The EPS thus was inherently inefficient and needed to

evolve and smarten up to the newer requirements. Application of informa-

tion and communication technology (ICT) to have effective monitoring

and control of power through aggregation and analysis of the data obtained

from sensing devices placed at various locations of the EPS was next thing to

come as a precursor to a smarter grid system. Deployment of supervisory

control and data acquisition (SCADA) in this sense can be cited as an

instance of traditional grid taking a leap toward modernization.

1.2 Need for a smarter grid
At the advent of electricity, having access to it was considered a privilege, and

stability, reliability, quality, andprice of power suppliedwere never questioned

and were considered trivial. However, with passing time and with increased

dependency on electric power, the aforementioned factors became issues of

prime importance. The consumers became more discerning on their rights

to access for quality power. Nonetheless, advanced technologies have helped

EPSs to imbibe better monitoring and control strategies toward realization

of stability and reliability of service. Inculcation of cutting-edge technologies

in the field of communication engineering and information technology into

the physical power systemhas converted the traditional system into a smart sys-

tem, namely, cyber-physical system (CPS). The CPS essentially comprises the

existing EPS being controlled and monitored dynamically by instructions

received by a central decision-making unit. The central unit makes its decision

based on processing and analyzing of data received from numerous sensors

placed at various locations of the EPS. So, advanced sensing devices, a robust

communication channel, an efficient data acquisition system, and an intelligent

fast-acting computing algorithm tomake inference based on the available run-

time information, make for the CPS.

Electricity became the key economic driver, and the availability of it at

an affordable price has remained another aspect of concern right from day

one. Power generation was and still is mostly fossil fuel based. There are

two fundamental reasons that have made us to look for alternative renewable

energy resources. First, increasing concern toward safety of the environment

necessitates desisting from fossil fuel-based generation as it causes huge car-

bon emission. Second, and most importantly, the fossil fuel reserve is fast

depleting, which not only accounts for increased price of electricity but also

compels us to look for alternative energy sources. And this has lead to the

search for renewable and sustainable energy resources. Over the last decade
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or so, there has been tremendous technological development in the field of

renewable energy generation and leading to deployment of micro-sources,

such as PV generators, micro-hydel power plants, and wind firms. These

renewable sourced generators are located and integrated to the existing grid

at various locations and voltage level in the distribution system of the grid.

Named as distributed generators (DGs), these micro-sources are connected

to the grid at lower voltage level, are of small capacity, and generally

commissioned and operated by persons or entities that are originally the con-

sumers connected to the main utility grid. This is where the concept of

microgrid creeps in. The concept of microgrid and its role as a smart-grid

enabler is discussed in the later section. However, introduction of DGs or

for that matter the microgrids radically changes the topology and function-

ing of the EPS. The topology becomes dynamic, power flow is bidirectional,

generation is decentralized, and the strictly hierarchical construct of the tra-

ditional EPS gets extinct.

1.3 Smart grid: The next generation electric power system
In present time, the power system network is behemoth, spanning the globe

to meet the ever-increasing demand for electricity. However, it needs to get

equipped to meet the demands of the 21st-century parameters such as quan-

tity, quality, efficiency, reliability, ecology, and economy (Smart Grid Can-

ada, 2012) (Federation, 2012). In this direction, great strides have already

been made through inculcation of communication and information tech-

nology tools, making the earlier purely mechanical power system, a rela-

tively self-controlled or self-organizing smart system. However, how

smart a grid should be or for that matter what degree of modernization of

the grid (power system and grid are two words used interchangeably mean-

ing the same) would qualify a power system or grid to be designated as a

smart grid is a question that demands a proper definition of a smart grid.

It is interesting to know that smart grid as a concept is viewed differently

by different consortiums and hence have different definitions. This is partic-

ularly so as what all are expected of a smart grid varies from perception to

perception. Although grids equipped with smart meters were considered

smart enough, the concept of smart grid has gone far beyond this as the

demands have also changed radically. Power sector regulators in different

countries have drawn up visions of modernizing their respective power sys-

tem networks. They have also envisioned their perspective of a smart grid. A

brief compilation of such viewpoints, definitions of smart grid, and expec-

tations of a smart grid is listed out in Table 2.1, whereas Table 2.2 provides a
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Table 2.1 Attributes of smart-grid and few pertinent definitions.

Consortiums
Attributes/benefits of
smart-grid Smart-grid definitions

EPRI (EPRI, 2021;

Gellings, 2009)

• Allows optimization of

the use of bulk genera-

tion and storage, trans-

mission, distribution,

distributed resources,

and consumer end uses

• Optimizes or minimize

the use of energy

• Mitigates environmen-

tal impact

• Helps in managing assets

and curtailing cost

“A smart grid is the use of

sensors,

communications,

computational ability

and control in some form

to enhance the overall

functionality of the

electric power delivery

system. A dumb system

becomes smart by

sensing, communicating,

applying intelligence,

exercising control and

through feedback,

continually adjusting”

US Department of

Energy (DOE)’s vision

(DOE, 2003, 2008;

Ton, 2009)

• Ensures optimized use

of assets and optimized

operational efficiency

• Seamless adoption of all

types of generating units

and energy storing

devices

• Ensures quality of

power as is evinced for a

digitally driven

economy

• Anticipates and

responds to system dis-

turbances in a self-

healing manner

• Operates resiliently

against physical and

cyberattacks and natural

disasters

• Facilitates dynamic

consumers’

participation

• Enables new products,

services, and markets

“The smart grid is the

electricity delivery

system, from point of

generation to point of

consumption, integrated

with communications

and information

technology for enhanced

grid operations,

customer services, and

environmental benefits.”

“A smart grid is self-

healing, enables active

participation of

consumers, operates

resiliently against attack

and natural disasters,

accommodates all

generation and storage

options, enables

introduction of new

products, services and

markets, optimizes asset

utilization and operates

efficiently, provides

power quality for the

digital economy”
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Table 2.1 Attributes of smart-grid and few pertinent definitions—cont’d

Consortiums
Attributes/benefits of
smart-grid Smart-grid definitions

ABB’s vision ( Jones,

2010)

• Adaptive in responding

to fast changing opera-

tional conditions with

reduced human

interventions

• Predictive, in terms of

applying operational

data to equipment

maintenance practices

and even identifying

potential outages before

they occur

• Facilitates dynamic

integration of commu-

nication and control

features

• Facilitates interaction

between buyers and

vendors

• Optimized to maximize

reliability, availability,

efficiency, and eco-

nomic performance

• Secures from attack and

naturally occurring

disruptions

ABB’s view on smart-grid

veers beyond the

inclusion of IT and smart

meters. It emphasizes

that smart-grid is an issue

of political significance

and involves many

stakeholders who need

to be kept appropriately

informed.

• Smart-grid is the result of

continual evolution of

the entire power

network

• Smart-grid includes

T&D, focused on amal-

gamation of RERs,

reliability, and grid-

efficiency

• Smart-grid involves

demand-driven response

and sustains potentially

new technologies such as

massive integration of

electric vehicles (EVs)

European Union (EU)’s

vision (ETP, 2006)

EU sees the smart grid as

an active network:

• To surmount the limi-

tations in growth of

distributed generation

and storage

• To facilitate interoper-

ability and ensure sup-

ply security

• Ensuring accessibility

for all stakeholders into

an unrestricted market

• To minimize the

impaction due to envi-

ronmental effects on

production and provi-

sioning of electricity

Smart Grid includes both

automation/IT and

controllable power

devices in the whole

value chain from

production to

consumption. “A smart

grid is an electricity

network that can

intelligently integrate the

actions of all users

connected to

it—generators,

consumers, and those

that do both—to

efficiently deliver

sustainable, economic,

Continued
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Table 2.1 Attributes of smart-grid and few pertinent definitions—cont’d

Consortiums
Attributes/benefits of
smart-grid Smart-grid definitions

• To serve as an enabler of

demand-side

participation

• To keep engaged cus-

tomers’ attention

and secure electricity

supplies”

Electricite de France

(EDF)’s vision (Herter

et al., 2011; Miller,

2008)

• Empowered customers

to decide upon their

energy need and use

accordingly, not only to

cut cost but also to help

sustain a clean energy

• Backs the availability of

demand-side resources

for sale in the wholesale

energy markets

EDF defines it as

integrating distributed

energy resources with

dispersed intelligence

and advanced

automation

Hydro Quebe’s vision

(Abbey, 2008; Miller,

2008)

• To realize a dynamic

distribution network

• To obtain enhanced

grid reliability

• To achieve higher

energy efficiency of the

grid facilities

• To achieve capacity

enhancement through

expansion and integra-

tion of newer sources of

renewable energy

sources (RES) and dis-

tributed generations

(DGs)

• To have optimized

investments (financial

and other) in the con-

text of long-term oper-

ation, maintenance, and

security of supply

• To empower customers

to be able to optimize

their own consumption

and thereby curtail on

energy bills

Hydro Quebec has

emphasized that a

smarter grid is a

necessity, not a choice
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Table 2.1 Attributes of smart-grid and few pertinent definitions—cont’d

Consortiums
Attributes/benefits of
smart-grid Smart-grid definitions

General Electric’s vision

(Miller, 2008)

General Electric (GE) sees

the smart grid “as a

family of network

control systems and asset

management tools,

empowered by sensors,

communication

pathways and

information tools”

IESO’s vision Ontario

Independent

Electricity System

Operator (IESO)

Smart-grids involve many

features, however in

general, it veers around

the application of IT

tools that enhance the

capabilities of the

electrical power systems

(EPSs) to deliver greater

benefits to the customers

through enhanced

reliability, efficiency,

sustainability, and

customer control

(through smart meters)

Ofgem’s vision Ofgem and its associated

groups envision smart-

grid as a smart electricity

network that deploys

smart communication

networks, innovative

technological products

and services along with

application of intelligent

monitoring and control

technologies to:

• Enable adoption of

generating units of all

types, sizes, and

technologies

• Enable the demand side

to help optimize system

operation

Continued
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Table 2.1 Attributes of smart-grid and few pertinent definitions—cont’d

Consortiums
Attributes/benefits of
smart-grid Smart-grid definitions

• Make available system

balancing at the level of

distribution systems and

households

• Empower customers to

be highly informed and

be able to make choice

of supply

• Reduce impaction of

EPSs due to detrimental

effects of environment

• Ensure deliverance of

appropriate degrees of

reliability, flexibility,

power quality, and

security of supply

OECD’s vision (OECD,

2009)

Organization for

Economic Cooperation

and Development

(OECD) characterizes

smart-grid in two

different perspectives:

I. Solution

perspective: Smart-

grid is:

• Energy efficient,

through optimized

energy usage, doing

away with unnecessary

capacity expansion. It

ensured high power

quality and security

• Employs better energy

monitoring and grid

control strategies

• Ensures better outage

management through

better data capture

facilities

• Has two-way flow of

energy and real-time

information, facilitating

induction of green

energy sources
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Table 2.1 Attributes of smart-grid and few pertinent definitions—cont’d

Consortiums
Attributes/benefits of
smart-grid Smart-grid definitions

I. Technical

perspective:

The smart-grid

is: A heavily intricate

network of multiple

digital and analog

components and

systems. The major

components of a smart-

grid are: (i) State-of-

the-art grid

components, (ii) Smart

devices and metering

systems, (iii) Smart

communication

systems, (iv)

computational

algorithms assisting in

decision-making and

human interfacing,

(v) sophisticated control

systems for easier

facilitation of demand-

side management and

dynamic market

functioning, and (vi)

highly automated,

responsive, and self-

healing EPS involving

seamlessly interfaced

grid components

Table 2.2 Smart-grid vs conventional grid (Chandel et al., 2015).
Conventional grid Smart-grid

Electromechanical, solid state Fully digital/microprocessor based

One-way and local two-way

communication

Global integrated two-way

communication

Centralized generation Distributed generation

Limited monitoring, protection, and control

system

Adaptive protection

Blind Self-monitoring

Manual restoration Automated restoration

Check equipment manually Monitor equipment remotely

Consumers are uninformed and

nonparticipative

Motivates and includes the consumer

Minimum optimization Optimizes assets and operates

efficiently



snapshot of how different a smart grid could be as against a conventional

grid. It can be inferred from the compilation that the world is preparing

and remodeling its power systems to meet the 21st-century requirements

primarily through integration of communication systems, intelligent com-

puting techniques, advanced metering infrastructures, advanced measuring

and sensing devices, SCR-based control and protection devices, integration

of distributed generating stations, etc. keeping in mind a greater level of con-

sumer satisfaction through consumer participation, while keeping tab on the

environmental health. In “Smart Grid System Report” July 2009, the US

Department of Energy (2009) summarizes the distinctive characteristics of

smart grid as:

• Enables informed participation by customers

• Accommodates all generation and storage options

• Enables new products, services, and markets

• Provides the power quality for the range of needs

• Optimizes asset utilization and operating efficiency

• Operates resiliently to disturbances, attacks, and natural disasters

• Enables dynamic optimization of grid resources and operations

• Enables consumer participation and demand response

• Power disturbance savingsa

The progress toward smart grid as enumerated by Sandia National Labora-

tory envisions integration of renewable energy sources at Generation System

Level, incorporation of wide-area monitoring and control at Transmission

System Level, substation automation in distribution system level, and finally,

advanced metering infrastructure along with EV/PHEV integration at con-

sumer level, through integrated network of communication, information,

and physical power infrastructure, as the way forward toward realization

of a true smart grid.

Apart from the definitions of smart grid as listed in Table 2.1, a few

recently coined ones with state-of-the-art technological developments, per-

ception can be put as follows:

A smart grid is an electricity network enabling a two-way flow of electricity and
data with digital communications technology enabling to detect, react and

a The North American Electric Reliability Corporation, in its Reliability Performance Gap Index, indi-

cates occurrences of 43 significant disturbances and outages in the United States in 2008, as against 30

such events in 2007. According to EAC report titled “Smart Grid, Enabler of the New Energy Econ-

omy,” December 2008, Smart Grid technologies would reduce power disturbance costs to the US

economy by $49 billion per year.
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pro-act to changes in usage and multiple issues. Smart grids have self-healing
capabilities and enable electricity customers to become active participants.

(Industry 4.0, 2021.)
Smart Grid is an Electrical Grid with Automation, Communication and IT systems
that can monitor power flows from points of generation to points of consumption
(even down to appliances level) and control the power flow or curtail the load to
match generation in real time or near real time. Smart Grids can be achieved by
implementing efficient transmission & distribution systems, system operations,
consumer integration and renewable integration. Smart grids solutions help to
monitor, measure and control power flows in real time that can contribute to iden-
tification of losses and thereby appropriate technical and managerial actions can
be taken to arrest the losses.

There have been many pilot projects throughout the world to understand,

assess, and analyze the challenges and benefits associated with deployment of

smart grids. A few such cases are listed in Table 2.3. Moreover, Fig. 2.1

depicts the key driver, enabler, and challenges associate with smart grid.

Table 2.3 Few major smart grid pilot projects.
Smart-grid pilot projects/smart
grid initiatives/reports on smart
grid initiatives Accrued/envisaged benefits

Nature of
benefits

US Department of Energy

Initiative (US Department of

Electricity, 2012)

• Reduced peak load by

0.75–1.2kW per customer

Techno—

economic

benefits

Queensland Smart City,

Australia (US Department of

Electricity, 2013)

• Reduction in peak load

demand as well as con-

sumption by 46% in the

month of June 2012

Smart Grid Pilot Project,

Puducherry, India

(Kappagantu et al., 2016)

• Peak saving of up to 66%

leading to an average of

34.66% energy saving

• 20% increase in revenue on

replacement of 25% of the

conventional meters with

smart meters

• Power quality improve-

ment using APFS and active

filters

• Lesser interruptions, quick

fault detection, and faster

recovery of supply

Continued

35Resilient smart-grid system: Issues and challenges



Table 2.3 Few major smart grid pilot projects—cont’d

Smart-grid pilot projects/smart
grid initiatives/reports on smart
grid initiatives Accrued/envisaged benefits

Nature of
benefits

Smart grid 2013 global report

on 200 smart grid projects

(US Department of

Electricity, 2013)

• Increase in reliability to the

tune of 9%witnessed in 70%

of the pilot projects

Study on ISO/wholesale

market in US (EPRI, 2010)

• Reduction in peak by 10%

(since 2006) due to

demand-response (DR)

contribution

Duke Energy (Kappagantu &

Daniel, 2018)

• Saving to the tune of $10.18
per consumer per annum in

the city of Ohio, as reported

by Duke Energy

• Additional $3.5 of saving

per consumer per annum on

nonlabor expenses, such as

meter testing/repairing/

replacement

Smart Grid Consumer

Collaborative (SGCC)

(Smart Energy Consumer

Collaborative, 2013)

• SGCC claims to find a

benefit of $2.00–$19.98 per
consumer per annum

through time of usage tariff

Boulder, Colorado (Smart

Energy Consumer

Collaborative, 2013)

• SGCC reports that the PQ-

related complaints by the

consumers of Boulder,

Colorado, have reduced to

zero, from an average of 30,

after adoption of SG

Benefit in terms

of consumers’

satisfaction

Smart Grid project in North

America ( J. Wang et al.,

2011)

• Providing the service of

web portals through which

consumers can monitor

their usage has led to

enhanced consumers’

appreciation for SG

Smart Grid Consumer

Collaborative (SGCC)

(Smart Energy Consumer

Collaborative, 2013)

• SGCC claims a reduction of

372 pounds of

CO2 emission per consumer

through Volt/VAr control

using US environmental

protection agencies’ esti-

mate on “CO2 equivalent

estimate per kWh”

Environmental

benefit
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Table 2.3 Few major smart grid pilot projects—cont’d

Smart-grid pilot projects/smart
grid initiatives/reports on smart
grid initiatives Accrued/envisaged benefits

Nature of
benefits

• Further an estimated

reduction of 11–110 pounds
per consumer per annum of

CO2 emission from time-

varying rates using the same

kWh equivalent (Smart

Energy Consumer

Collaborative, 2013), as

SGCC reports

Smart City of Queensland,

Australia (US Department of

Electricity, 2013)

• Reduction in greenhouse

gases to the level of 54,000

tons in Queensland smart-

city (Australia) by June 2012

Fig. 2.1 Smart-grid key driver, enabler, and challenges. (No permission required.)

37Resilient smart-grid system: Issues and challenges



1.4 Microgrid: The key smart-grid enabler
Microgrid, considered as the smart-grid enabler, forms one of the major

components of the smart grid. It contains all the components of the larger

utility grid. Although smart grids are large-scale happenings at larger utility

level, microgrids operate at smaller scale and can operate independent of the

main grid: operating in islanded mode (Patnaik et al., 2020). Microgrids

serve as the means to integrate distributed energy resources (DERs) to

the low voltage (LV) networks at customers’ end and in the process elevating

the customer to be an active participant. Thus, microgrids as a subset of main

grid offers various benefits, which includes increased system efficiency,

reduced capacity expansion cost, improved power quality, and added system

reliability.

A microgrid is basically a power island that facilitates exchange of power

with the main utility grid during grid-connected mode. The microgrid

while meeting the requirements of its locally connected loads, the excess

of produced power is delivered back to the main grid. In case of reduced

internal production, the microgrid receives the deficit power from the main

grid. This need-based exchange of power between the microgrid and the

utility not only calls for real-time load management but also makes the

power flow within the Smart-grid (SG) bidirectional in nature. In this con-

text, it is noteworthy that the traditional power grid has a centralized gen-

eration, long-distance meshed transmission lines, and radial distribution

network. The SG on the other hand is a distributed generation, network

of power islands meeting the local power load, with bi-directional power

flow. Intentional islanding or need-based islanding can come as handy in

keeping service continuity to critical infrastructures and thereby

supplementing to the resiliency of a smart grid.

1.5 Resiliency: A new dimension in grid modernization
Although quantity, quality, efficiency, reliability, ecology, and economy are

the key parameters that have been the driving factor in the worldwide effort

for grid modernization and development of smart grid, the recent spurt in

number of power outages due to climate change-induced extreme weather

events and other such low-frequency high-impact (LFHI) disasters (which

includes man made events as well) has raised the demand for a “resilient”

power system. “Resiliency” has become the most sought after attribute of

the 21st-century power system, as it has been felt that power outages and

blackouts caused due to natural calamities have got serious repercussions

on the economy of not only the stake-holding entities but also the entire
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nation. A detailed deliberation on “power system resiliency” can be found in

Chapter 1. However, in a broader sense, power system resiliency can be

summed up by the definition as given in M. Panteli et al. (2017) as:

the ability of a system to anticipate and withstand external shocks, bounce back to
its pre-shock state as quickly as possible, and adapt to be better prepared to future
catastrophic events.

A system which is designed to effectively handle frequently occurring dis-

ruptive events (such as SC faults) is known to have high reliability. In con-

trast, the system is termed resilient when it is designed to remain in

preparedness of a rarely occurring event of massive infrastructure damage

capacity, withstands such shock by ensuring supply of power to the most

critical loads, and bounces back quickly to the normalcy of the preevent

state. Although reliability is a well-established and well-studied aspect of

electrical power system, resiliency lacks with a generalized definition, quan-

tifying matrices, and standards, which are so essential for resilience enhance-

ment. When the conventional power system is transiting toward a smart

system, understanding and implementing resilience enhancement measures

is crucial. In this context, the subsequent chapters dwell upon the present

status, challenges, and way ahead toward realization of a resilient smart-grid

system.

2. Resilient smart-grid system

2.1 Issues and challenges in smart grid deployment
The smart-grid, inclusive of the microgrid as a major component of its

topology, enables energy management through two-way flows of electricity

and information (Haravi & Ghafurian, 2011). The smart-grid architecture as

depicted in Fig. 2.2 is a strong interface of networks, such as network of

communication facilities interfaced with the network of power system phys-

ical infrastructure, leading to the coinage of the term “Cyber Physical Sys-

tem (CPS).” The network of bidirectional communication system is

interfaced all along the power system structure segments of generation,

transmission, end users, and also with all kinds of energy sources connected

to the system.

Fig. 2.3 (Kabalci &Kabalci, 2019) is depictive of the bidirectional commu-

nication systemwhich serves as the cyber layer over the power system physical

layer.Embodimentof thenecessary infrastructure and technology into theexis-

ting conventional grid,while it is running and fully functional is considered as a
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Fig. 2.3 Communication network in a smart-grid. (Modified from Torres, J. (2011). Smart
grid: Challenges and opportunities. https://www.osti.gov/servlets/purl/1120614.)

Fig. 2.2 Smart-grid architecture. (Modified from Kabalci, E. & Kabalci, Y. (2019). Introduc-
tion to smart grid architecture. In Kabalci, E. & Kabalci, Y. (Eds.), Smart grids and their com-
munication systems. Springer. https://doi.org/10.1007/978-981-13-1768-2_1.)

https://www.osti.gov/servlets/purl/1120614
https://doi.org/10.1007/978-981-13-1768-2_1


fundamental challenge in smart-grid implementation. In addition, smart grid,

which is a heterogeneous network of networks, would require efficient inter-

operability between networks, devices, sensors, and all other critical compo-

nents therein to be able to perform to its desired objective.

Interoperability refers to “the ability of diverse systems and organizations

to work together (interoperate). In the context of the electricity system,

interoperability refers to the seamless, end-to-end connectivity of hardware

and software from end-use devices through the T&D system to the power

source, enhancing the coordination of energy flows with real-time informa-

tion and analysis” (Gilbert et al., 2011). Interoperability is the key to smart-

grid success. The envisioned smart-grid benefits can be realized only

through appropriate levels of interoperability and the same can be ensured

through adherence to appropriate standards. It is also important to have

appropriate standards for communication systems and information technol-

ogy tools to be interfaced effectively (Ayadi et al., 2019). There are so many

institutes who have been working on development of standards for various

aspects of smart-grid concept. Few such important developments in standards

for smart-grid and smart-grid interoperability as well as smart-grid communication and

IT tools, primarily those by National Institute of Standards and Technology

(NIST) and National Renewable Energy Laboratory (NREL), have been

listed out in Table 2.4 (NIST Framework and Roadmap for Smart Grid

Interoperability Standards, Release 3.0, NIST Special Publication, n.d.)

Table 2.4 Standards for interoperability and communication and information exchange
in smart grid.

Sn. Standard Application
SG conceptual
architecture domain

1 ANSI C12.20 Measured data transfer

through telephone

networks

Customer, service

providers

2 ANSI C12.21/IEEE

P1702/MC1221

Optical interface of

measuring units

Customer, service

providers

3 ANSI/CEA 709 and

Consumer Electronics

Association (CEA)

852.1 LON Protocol

Suite

LAN protocol for

applications that include

electric meters, street

lighting, home and

building automation,

etc.

Customer, service

providers

4 IEC 60870-6-503

Telecontrol Application

Service Element 2

(TASE.2)

Exchange of messages

between control centers

of different utilities

Transmission,

distribution

Continued
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Table 2.4 Standards for interoperability and communication and information exchange
in smart grid—cont’d

Sn. Standard Application
SG conceptual
architecture domain

5 IEC 60870-6-702

Telecontrol Equipment

and Systems

Defines a standard profile

or set of options for

implementing the

application,

presentation, and

session layers

Transmission

6 IEC 60870-6-802

Telecontrol Equipment

and Systems

Communications between

electric power control

centers

Transmission

7 IEC 61850 Suite Communications within

T&D substations for

automation and

protection

Transmission,

distribution

8 IEC 61968/61970 Suites Information exchange

among control center

systems using common

information models.

Also, define

application-level energy

management system

interfaces and messaging

for distribution grid

management in the

utility space

Operations

9 IEEE 1815 (DNP3) IEEE

Xplore—IEEE Std

1815-2012

For automation of devices

used in substations (SSs)

and feeders. For

intercommunication

between control centers

and SSs

Generation,

transmission,

distribution,

operations, service

provider

10 The IEEE Std 2030-2011 Smart Grid

Interoperability

Transmission,

distribution,

operations

11 IEEE C37.118.2 Communications for

phasor measurement

units (PMUs)

Transmission,

distribution

12 IEEE C37.238-2011 IEEE

Standard Profile for Use

of IEEE 1588 Precision

Time Protocol in

Power System

Applications

Ethernet communications

for power systems

Transmission,

distribution

42 Manohar Mishra et al.



Table 2.4 Standards for interoperability and communication and information exchange
in smart grid—cont’d

Sn. Standard Application
SG conceptual
architecture domain

13 IEEE C37.239-2010 Interchange of power

system event data

Transmission,

distribution

14 IEEE 1547 Suite Defines interconnections

between the grid and

distributed generation

(DG) and storage

Transmission,

distribution,

customer

15 Inter-System Protocol

(ISP)-based Broadband-

Power Line Carrier

(PLC) coexistence

mechanism: (Portion

of) IEEE 1901-2010

(ISP) and International

Telecommunications

Union

Telecommunication

Standardization Sector

(ITU-T) G.9972 (06/

2010) IEEE 1901-2010

ds/standard/1901-

2010.html

ITU-TG.9972

Both IEEE 1901-2010,

“IEEE Standard for

Broadband over Power

Line Networks:

Medium Access

Control and Physical

Layer Specifications,”

and ITU-TG.9972 (06/

2010), “Coexistence

mechanism for wireline

home networking

transceivers,” specify

Inter System Protocol

(ISP)-based Broadband

(>1.8MHz) PLC

(BB-PLC) coexistence

mechanisms to enable

the coexistence of

different BBPLC

protocols for home

networking

Customer

16 NAESB REQ18,

WEQ19 Energy Usage

Information

Specifies two-way flows of

energy usage

information based on a

standardized

information model

Customer, service

provider

17 OPC-UA Industrial A platform-independent

specification for a

secure, reliable, high-

speed data exchange

based on a publish/

subscribe mechanism

Customer

18 Open Automated

Demand 2.0 Response

(OpenADR)

The specification defines

messages exchanged

between the demand

response (DR) service

providers

Operations, service

providers

Continued
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Table 2.4 Standards for interoperability and communication and information exchange
in smart grid—cont’d

Sn. Standard Application
SG conceptual
architecture domain

19 Open Geospatial

Consortium Geography

Markup Language

(GML)

A standard for exchange of

location-based

information addressing

geographic data

requirements for many

smart-grid applications

Transmission,

distribution

20 Organization for the

Advancement of

Structured Information

Standard (OASIS)

Energy Interoperation

(EI)

Energy interoperation

describes an

information model and

a communication

model to enable

demand response and

energy transactions

Markets

21 Organization for the

Advancement of

Structured Information

Standard (OASIS)

EMIX (Energy Market

Information eXchange)

EMIX provides an

information model to

enable the exchange of

energy price,

characteristics, time,

and related information

for wholesale energy

markets, including

market makers, market

participants, quote

streams, premises

automation, and devices

Markets

22 Smart Energy Profile 2.0 Home Area Network

(HAN) Device

Communications and

Information Model

Customer

23 Internet Protocol Suite,

Request for Comments

(RFC) 6272, Internet

Protocols for the Smart

Grid.

Internet Protocols for IP-

based Smart Grid

Networks IPv4/IPv6

are the foundation

protocol for delivery of

packets in the Internet

network

Cross-cutting
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(Basso & DeBlasio, 2012). Among these, IEEE 2030 and IEEE 1574 are the

two noteworthy standards that dwell upon smart-grid interoperability and

interconnection of various system components, respectively, and are listed

in Table 2.5.

Financing the smart-grid deployment is a major challenge as going by the

estimate as projected in Kuhn (2008), the cost of installing just the advanced

metering infrastructure of the United States would range up to $27 billion

and $1.5 trillion to upgrade the utility grid by 2030 (Chupka et al., 2008),

notwithstanding the national regulations and policies that would allow the

recovery of such huge investment. Smart grid supports integration of distrib-

uted renewable energy-sourced generation and hence characterized by bidi-

rectional flow of energy and information. And AMIs further facilitate

demand response activities providing better power quality and energy effi-

ciency and consumer satisfaction. However, developing economical storage

Table 2.5 IEEE 1547 and IEEE 2030 standards for interoperability in a smart-grid.

The IEEE1547 series of standards (IEEE Std 1547 serves as the base standard of the
IEEE 1547 series. Along with this series, seven complementary standards have also
been designed to append the base standard. Five of these complementary standards
have been published, and they are as listed below)

IEEE Std 1547-2003

(reaffirmed 2008)

Standard for interconnecting DERs with EPSs

IEEE Std 1547.1-2005 Standard conformance test procedures for equipment

interconnecting DERs with EPSs

IEEE Std 547.2-2008 Application guide for IEEE Std1547, IEEE standard for

interconnecting DERs with EPSs

IEEE Std 1547.3-2007 Guide for monitoring, information exchange, and

control of DERs interconnected with EPSs

IEEE Std 1547.4-2011 Guide for design, operation, and integration of DER

island systems with EPSs

IEEE Std 1547.6-2011 Recommended practice for interconnecting DERs

with EPSs distribution secondary network

IEEE standard 2030 series (The IEEE Std 2030-2011 Guide for smart grid
interoperability; there are three additional complementary standards designed to
expand upon the base 2030 standard and are as listed here)

IEEE

P2030.1

Guide for electric-sourced transportation infrastructure

IEEE

P2030.2

Guide for the interoperability of energy storage systems integrated

with the electric power infrastructure

IEEE

P2030.3

Standard for test procedures for electric energy storage equipment and

systems for electric power systems applications
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system, which ensures above benefits, is crucial and another major technical

challenge. Development and deployment of smart grid is a long-time affair,

and during the course of this journey, assimilating the changing technology,

energy mixes, energy policy, and climate policies could be a major impediment

in smart grid deployment.

2.2 Issues and challenges with smart grid in the context
of resiliency

Smart-grid inherently is conceptualized to be a resilient system, as the US

Department of Energy in its report “Smart Grid System Report, July

2009” (U.S. Department of Energy, 2009) emphasizes “Operates resiliently

to disturbances, attacks, and natural disasters” as one of the salient attributes

of a smart-grid. However, during adoption of technologies such as micro-

grid and AMIs and related paraphernalia for dynamic pricing and so on, the

grid operation becomes too intricate, making it prone to instabilities and fail-

ures. On top of this, the impact of extreme climatic conditions enhances the

likelihood of service disruptions and outages and a resilient system should

have the capacity to recover from such disruption smoothly and efficiently.

With this premise, resiliency of smart grid needs to be understood and ana-

lyzed in terms of “vulnerability” and “self-healing” (Das et al., 2020). Vul-

nerability of a system is due to its exposure to external environment arising

scope for damage or loss. For example, the communication infrastructure

layer exposes the physical infrastructure layer to the cyber space, making

the grid vulnerable to cyberattack. The impact of various types of cyber-

attack on grid operation is analyzed in An and Yang (2017), Shoukry

et al. (2017), and Teixeira et al. (2015). This apart, there is plethora of LFHI

events, both man-made and natural, which can play havoc on the physical

infrastructure of the power system, the vulnerability in this aspect getting

increased manifold due to heavy interdependence of the components in a

smart grid. Based on the qualitative and qualitative assessment of the impact

of these disastrous events, the smart grid should be designed to be adaptive to

these situations, so as to be self-healing, a most required attribute of a resil-

ient smart grid, which increases the post disaster recovery efficiency of the

system. Self-healing property of a grid can be described as the ability of a grid

whereby certain functionalities (generally those specific to critical infrastruc-

tures) get automatically restored by correction or reconfiguration of the sys-

tem components. For example, self-healing by multiagent system based

control (H. Liu, Chen, et al., 2012; S. Liu, Podmore, & Hou, 2012;

Zidan & El-Saadany, 2012). However, to be self-healing, the system design
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must incorporate certain degree of “flexibility.” Flexibility of a grid is a

property that allows it to better respond to adverse events facilitating afore-

mentioned auto-correction or reconfiguration of system components. For

example, appliance-specific scheduling as discussed in Joe-Wong et al.

(2012) is such a measure. It is interesting to note that microgrid technology,

which is considered as a building block of smart grid, provides both flexi-

bility and adaptability (i.e., self-healing) through intentional islanding. Thus,

attributes such as vulnerability, self-healing, and recoverability, in addition

to several others such as availability and logistics of components to be rep-

laced, essentially constitute the resilience of the smart grid. And hence, study

of resilience of smart grid requires a systematic analysis of several such com-

ponents and their interactions under adverse scenarios.

Smart-grid being a vast and thickly interconnected dynamically evolv-

ing system of systems includes certain degree of operational randomness

leading to instability and failures. Although tackling the operational intri-

cacies is a challenge in itself, preparing the system to withstand and

recover from incidences of vastly different and multiple numbers of

adversarial events is the primary challenge in the development of a resil-

ient smart grid.

Identifying framework and developing matrices for quantifying the

response and recovery of such geographically distributed, thickly inter-

connected intricate system of systems is a major challenging issue.

Table 2.6 provides a compilation of efforts made by various researchers in

this aspect so far (G. Huang, Wang, Chen, Qi, & Guo, 2017).

Table 2.6 Efforts in the direction of formulation of framework and matrices for smart-
grid resiliency (G. Huang, Wang, Chen, Qi, & Guo, 2017).

Authors and Ref.

System
resiliency
targeted at

Proposed framework/approach/
matrices to measure resiliency

Bruneau et al. (2003) Earthquake A generalized method to

measure resilience against

earthquake based on system’s

performance characteristics,

quantified by measuring the

extent of the anticipated

degradation in quality over the

time of recovery

Continued
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Table 2.6 Efforts in the direction of formulation of framework and matrices for smart-
grid resiliency (G. Huang, Wang, Chen, Qi, & Guo, 2017)—cont’d

Authors and Ref.

System
resiliency
targeted at

Proposed framework/approach/
matrices to measure resiliency

Tierney and Bruneau (2007) Generalized Based on a concept of the

“resilience triangle,” the

approach suggests two metrics

of system resilience

quantification: First one being

the “infrastructure

performance,” which signifies

the extent of loss to system

functionality due to the

occurred damage; the second

is the “recovery time,” which

measures the manner in which

the system gets restored over

time

Cimellaro et al. (2010) Generalized The concept of “resilience

triangle” was further

expanded by suggesting that

the hypotenuse of the

resilience triangle could vary

from a linear function and can

take on forms such as

exponential or trigonometric

function

M. Panteli et al. (2017) Generalized “Resilience trapezoid (RT)” as

an extension of “resilience

triangle” was proposed to

provide a comprehensive view

of the level of critical

infrastructure resilience during

different phases of an event.

The RT was formulated using

the framework of metric,

called “FLEP,” comprising

five different metrics, such as:

(i) to what low (F) and (ii) at

how rate (L) the resilience of

the system decreases on the

event of a disaster, (iii) how

long (E) it stays in

unrecovered state after the

occurrence of the disaster, (iv)

how fast (P) it bounces back to
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Table 2.6 Efforts in the direction of formulation of framework and matrices for smart-
grid resiliency (G. Huang, Wang, Chen, Qi, & Guo, 2017)—cont’d

Authors and Ref.

System
resiliency
targeted at

Proposed framework/approach/
matrices to measure resiliency

its predisaster state, and finally

(v) an area metric computed as

the integral of the trapezoid to

make an overall impact

assessment

Petit et al. (2013) Generalized A resilience measurement index

(RMI), developed to quantify

the resilience critical

infrastructures, uses a scale of 0

(low) to 100 (high) to provide

resiliency comparisons. The

RMI thus facilitates decision

making in prioritization for

improving resilience

2014 Quadrennial Energy

Review (U.S. Department of

Energy, 2014)

Generalized The US Department of Energy

(DOE) had conducted a

workshop on “Resilience

Metrics for Energy

Transmission and Distribution

Infrastructure” for the 2014

Quadrennial Energy Review

(US Department of Energy,

2014) to identify and explore

issues important to resilience

quantification

Ji et al. (2017) Generalized Extensive discussion on

fundamental challenges and

advanced approaches on

resilience quantification has

been provided

Willis and Loa (2015) Generalized A comprehensive review on

resilience metrics for energy

systems has been presented.

G. Huang, Wang, Chen, Qi, and

Guo (2017) and Bie et al.

(2017)

Generalized G. Huang, Wang, Chen, Qi, and

Guo (2017) had quantified

grid resilience as a measure of

total load shed as against total

load served. The larger the

value of the denominator

quantity, higher will be

resilience of the system under

study, as further enumerated

by Bie et al. (2017)



Thepresence of communication or so-called cyber-layer interfaced to the

physical layermakes thephysical grid vulnerable to targeted attacks that canbe

carried out stealthily from remote locations. These threats lay active yet

undetected for a long time before a major devastation could be inflicted

through security breach. Cyber threat is a major issue in smart-grid resiliency

perspective as it haswide repercussions ranging from systemdisruption to pri-

vacy breach of end consumers. Developing cyber security tools against ever

smartening cyber hackers is a challenging task. Top ten possible smart-grid

privacy concerns as enlisted byDr.ChristopherVelstos, proponent of Privacy

Impact Assessment/NIST (IT Compliance), is provided in Table 2.7.

A disaster injured recovering grid could be further impacted due to

cyberattacks, grossly hampering its resilience, which is one more and major

challenges of multimodal adversities, with the capacity to provide a big blow

to the recoverability of the grid.

Unpredictability in the severity and spatial coverage of an extremely

adversarial event would all probability put all types of contingency measure

haywire. Hence, deploying a resilient improvement plan and deciding upon

the investment plan is another challenging issue.

The perceptions on resiliency do vary from local to regional to state.

Hence, developing a holistic resilient measure addressing the geopolitical

necessities is another challenge in smart-grid resilient enhancement.

Table 2.7 Smart-grid privacy concerns.
Smart-grid privacy concerns

1 Theft identification

2 Figuring out pattern in an individual’s activities

3 Getting to know the specific appliances used by the consumers/other stake

holders

4 Carrying out real-time vigilance

5 Retrieving information on crucial activities through residual data

6 Possibility of invasions on individual residences

7 Possibility of providing information accidentally

8 Activity censorship

9 Possibility of making wrong decisions and subsequent actions taken based upon

compromised data

10 Revealing activities when used with data from other utilities
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3. Smart-grid resiliency enhancement

3.1 Smart grid resilience matrices
Before setting into any plan of deploying infrastructural augmentation for

resiliency enhancement through efficient design and smooth operation of

the smart grid, a systematic study based on a holistic framework is highly

essential to develop tools for qualitative and quantitative assessment of sys-

tem resilience against different disruptive events. Appropriate matrices thus

developed provide the stakeholders, including the investors, means to

decide upon the degree of resiliency needs to be adopted within the bound-

ary of geopolitical and economic constraints.

3.1.1 Qualitative matrices
Literature is aboundwith several qualitative analyses that present frameworks

and guidelines for analyzing and enhancing the resilience of the smart grid.

The authors inMolyneaux et al. (2016) dwelt upon ecology, psychology,

risk management, and energy security as the factors of resilience assessment

and proposed an interdisciplinary approach wherein adaptability, diversity,

redundancy, system structure, and monitoring as common elements to be

measured across all disciplines for resilience enhancement of a given system.

The authors in Arghandeh et al. (2016) have deliberated on the challenges

with a power system in the context of cyber-physical resilience. A resilient

power system should be able to reconfigure its structure, loads, and resources

in a seamless manner tomaintain continuity of service under a given load pri-

oritization. A. Sharifi andYamagata (2015, 2016) have enlisted the character-

istics of a resilient power system and proposed a conceptual framework for

assessing the resilience of urban energy systems. Specifically, the authors iden-

tified availability, accessibility, affordability, and acceptability as four dimensions of

resilience. Bian and Bie (2018) have proposed optimization model based on

the coordination of multiple microgrids and have analyzed the performance

of the system in terms of the extent of reduction in load. Carlson et al. (2012)

have also proposed a conceptual framework for resiliencymeasurement iden-

tifying qualitativemethods ofmeasurement for critical infrastructure aswell as

community resilience. Similarly, another conceptual framework for power

system resilience as proposed in M. Panteli and Mancarella (2015a, 2015b,

2017) is based on study of vulnerability and adaptability, identification and
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application of resilience improvement strategies, and cost-benefit analysis.

The authors also proposed a short-term metrics which can be suitably mod-

ified as a long-term quantifying metrics for grid resilience. Along with strat-

egies for hardening/reinforcing of the grids, improvement in operability

measures andmixed strategies, the authors also presented an overall definition

of critical infrastructures and used their conceptual framework and modeling

tools to study the resilience of power systems (M. Panteli & Mancarella,

2015a, 2015b, 2017). Another conceptual framework that incorporates the

temporal and spatial aspects aswell as scales of theproblemofquantifying resil-

ience in the face of an energy crisis is presented in S. Erker et al. (2017a). The

authors suggestedmerger of value-based and fact-basedmethods for assessing

regional energy resilience to derive policy recommendations. The factual and

value aspects of regional energy resilience were then applied to data collected

in Austria (Exner et al., 2016) with respect to the temporal and spatial aspects

of energy crisis (S. Erker et al., 2017b). A framework for organizing different

metrics of resilience to guide both operational and strategic decisions, along

with framework for categorization of metrics based on the scale of impact at

facility/system level, system/region level, and region/nation level is provide

by authors (Willis & Loa, 2015).

3.1.2 Quantitative metrics
One of the most popular and straight forward approach of quantifying the

resilience of a system involves defining a quantity that is representative of

the functional capabilities of the system. A quantity that varies across sys-

tems and is referred to in a common framework as the Figure of Merit

(FOM) ( Jani�c, 2018). FOM represents the functionality of a system in

terms of the quantity (and quality) of the services delivered by the system.

The evolution of FOM for a typical system in the presence of an extreme

event is depicted in Fig. 2.4. Before the occurrence of a disastrous event,

the system rests at a level of service denoted as FOM(�), which is less

than the desired level of performance/service (FOM(*)). On occurrence

of the disastrous event at time t1, the system performance experiences a

sharp deterioration which settles down at the degraded value FOM(D)

after time t2. The system undergoes recovery actions and settles at an

improved performance level FOM(+). In Fig. 2.4, two different trajec-

tories of system recovery are shown, which are results of different strat-

egies adopted by the system, or different capabilities of the system. It can

be observed from Fig. 2.4 that a system that follows the first trajectory
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recovers at time t4(1), whereas the one that follows the second trajectory

takes longer and recovers at time t4(2), suggesting that the former is more

resilient to the disastrous event than the latter. A detailed mathematical

analysis on the formulation of dynamic resilience in this context can

be referred from Das et al. (2020).

A summary of few major efforts in the direction of formulation of frame-

work for smart-grid resiliency analysis and development of matrices is pres-

ented in Table 2.6.

3.2 Smart-grid resiliency enhancement
There have been numerous references to efforts made in designing and

developing frameworks, guidelines, approaches, and modalities as well

as tools for enhancement of smart-grid resilience. However, many of them

are piece meal treatments, addressing issues of resilience against specific

types of extreme events or focusing on specific geopolitical challenges

or addressing resilience in specific service perspective. However, Huang

et al. have provided a systematic study on all such attempts of resilience

enhancement measures and have put them under a broad category of three

important steps of smart-grid resiliency enhancement, namely resilience

planning, resilience response, and resilience restoration (Fig. 2.5), which

are based on the two major attributes of resiliency, i.e., adaptability and

recoverability. Although resilience planning and resilience response are

for enhancing system adaptability, resilience restoration step provides

Fig. 2.4 Performance recovery (figure of merit) curve on a system on occurrence of an
extreme adversarial event. (No permission required.)
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the smart grid the ability to recover quickly post incidence of an extreme

event. Although infrastructure hardening, vegetation management, and

resource allocation are presented as the important steps under resilience

planning stage, preventive response, emergency response, and integrated

response are considered as three important resiliency enhancement mea-

sures under resilience response stage. Similarly, restoration preparation,

system restoration, and load restoration are sequence of steps to be

followed under resilience restoration stage. The study puts all major resil-

ience enhancement proposals under appropriate segments in the afore

described stages of resilience enhancement, and the same has been summa-

rized in Table 2.8.

Fig. 2.5 Resilience enhancement strategy: Planning, execution, restoration. (Modified
from Huang, G., Wang, J., Chen, C., Qi, J., & Guo, C. (2017). Integration of preventive
and emergency responses for power grid resilience enhancement, IEEE Transactions on
Power Systems, 99, 1.)
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Table 2.8 A systematic smart-grid resilience enhancement approach (G. Huang, Wang, Chen, Qi, & Guo, 2017).
Resilience enhancement
approaches Steps to be undertaken Methodologies adopted Related research

Planning Infrastructure

hardening (The

primary approach

toward resilience

enhancement

planning)

Hardening strategies:

• Upgradation of poles and towers by

replacing aluminum structures with

galvanized steel lattice or concrete

in transmission systems, while

replacing wooden poles with con-

crete, steel, or a suitable composite

material in distribution systems

(Executive Office of the President,

2013)

• Alternative options include laying

underground power lines (Yuan

et al., 2016)

• A framework of hardening strategy

based on pole failure and pole decay

was proposed by Salman et al.

(2015). Its effectiveness against

hurricane was studied and analyzed

• A tri-level optimization model as an

effective hardening strategy in dis-

tribution system against extreme

weather events was proposed in Ma

et al. (2018)

Vegetation

management

• Trees and other flora and fauna

below and around the rights of way

of overhead transmission lines can

cause major outages leading to

cascading blackouts, and manage-

ment of them by timely trimming

these growths is known as vegeta-

tion management (Wanik et al.,

• A fixed-time interval schedule

(traditional approach): trimming of

vegetation on a scheduled interval

based on pattern of growth of trees

and weather studies (Dai &

Christie, 1994)

• Optimized scheduling for

management of vegetation

Continued



Table 2.8 A systematic smart-grid resilience enhancement approach (G. Huang, Wang, Chen, Qi, & Guo, 2017)—cont’d

Resilience enhancement
approaches Steps to be undertaken Methodologies adopted Related research

2017). It is also considered an

important aspect of resilience

planning

• The North American Electric

Reliability Corporation (NERC,

2012), in this context, prescribes the

vegetation management standards

for transmission owners to follow

around the distribution systems,

worked out using a maintenance-

scheduling algorithm (Kuntz et al.,

2002)

Resource allocation Involves:

• Optimized planning of power

distribution

• Allocations of DGs

• Strategic placement of remotely

controllable switches

• Allocation and deputation of

repair crew

• Allocation of power electronics

(PE) based controllers

• H. Gao et al. (2017): Prehurricane

generating resources’ allocation

using a stochastic mixed-integer

nonlinear program to have an

optimized allocation plan for dis-

tribution systems

• Yuan et al. (2016): Power line

hardening through and allocation of

DGs to minimize damage due to

storm



• Leveraging energy storage devices • Xu et al. (2016): placement of

remote controlled switches as a

weighted set cover problem

• Whipple (2014): A robust optimi-

zation model for prestorm repair

crews’ allocation with an objective

of minimizing restoration time

• Lei et al. (2016) A two-stage sto-

chastic optimization model to allo-

cate the truck-mounted mobile

emergency generators before the

occurrence of a natural disaster

• Deployment of extra transmission

lines (Wagaman, 2016) to have

buffered back up of power

• Allocation of PE-based controllers

(Blaabjerg et al., 2017) for enhanced

control on power flow

• Leveraging energy storage devices

(Wen et al., 2016) use of ESDs for

supporting resilience response and

restoration

Continued



Table 2.8 A systematic smart-grid resilience enhancement approach (G. Huang, Wang, Chen, Qi, & Guo, 2017)—cont’d

Resilience enhancement
approaches Steps to be undertaken Methodologies adopted Related research

Response Preventive responses

(actions available

before disaster

scenarios unfold

• Generator re-dispatch

• Topology switching

• Avoidance of load shedding

• Generator re-dispatch (G. Huang,

Wang, Chen, Qi, & Guo, 2017;

C. Wang et al., 2017)

• Topology switching (G. Huang,

Wang, Chen, Qi, & Guo, 2017),

and adjustment of other facilities in

the system

• Notably, power grids in preventive

state are operated in a way to

meet all load demands without

infringing any operational restric-

tions (Dy Liacco, 1967); thus, load

shedding or similar actions cannot

be resorted to

Emergency responses

(the actions taken

immediately aftermath

of a disaster)

System islanding/intentional

islanding/controlled islanding is the

most important emergency

response strategy and is considered

the last resort to prevent cascading

blackouts

• Slow coherency analysis (You et al.,

2004) and ordered binary decision

diagrams (Sun et al., 2003) are tra-

ditional approaches of island

identification



• For simultaneous multiple island

formation, Fan et al. (2012) have

proposed a mixed-integer pro-

gramming approach to form islands

in a power grid considering load

shedding and connectivity

constraints

• M. Golari et al. (2014) have for-

mulated a two-stage stochastic

programming model

• M. Golari et al. (2017) have further

proposed a two-stage mixed-

integer stochastic programming

model to tackle extreme

eventualities

• P. A. Trodden et al. (2013) have

presented a mixed integer linear

programming strategy to help

decide upon deemed actions to be

taken, in the context of load shed-

ding/feeder isolation/generator

switch off; a controlled islanding

approach

Continued



Table 2.8 A systematic smart-grid resilience enhancement approach (G. Huang, Wang, Chen, Qi, & Guo, 2017)—cont’d

Resilience enhancement
approaches Steps to be undertaken Methodologies adopted Related research

• An extended mixed-integer linear

programming model was intro-

duced by the same authors includ-

ing voltage and reactive power

constraints in their work (P.

A. Trodden et al., 2014)

Integrated response Recent research works have identified

that preventive and emergency

responses can be used in tandem

toward furtherance of system

resilience (G. Huang, Wang, Chen,

Qi, & Guo, 2017)

G. Huang, Wang, Chen, Qi, and Guo

(2017) proposed an integrated

resilience response (IRR)

framework, which not only engages

“situational awareness” for better

resilience, but also provides

effectual responses during both

preventive and emergency stages.

The IRR framework comprises

two levels of robust mixed-integer

optimization (RoMIO), which

provides the optimal strategy for

preventive response along with

support in decision making during

the emergency state



Restoration. Resilience

restoration works

toward quick

restoration of power

supply with minimized

loss (Y. Wang, Chen,

et al., 2016; Z. Wang,

Wang, & Chen, 2016).

The process generally

involves stages;

restoration preparation,

system restoration, and

load restoration (Adibi

& Fink, 2006; Coffrin

& Van Hentenryck,

2015; Fink et al., 1995)

Restoration

preparation

Postdisaster restoration preparation

includes steps such as:

• Damage assessment, and taking

stock of the availability of post-

disaster resources

• Restoration time estimation and

fixing up the restoration strategy to

be implemented (such as “bottom-

up,” “top-down,” and hybrid

strategy which is a combination of

both)

• Repair of critical infrastructures

that are damaged and need to be

made operated for system/load

restoration

• Off-line system restoration follow-

ing the prescribed guidelines

• System restoration using online

tools, particularly in the event of

unpredictable blackouts

There are a few repair scheduling

problems identified in recent

literatures;

• A large-scale mixed nonlinear,

nonconvex program based on two-

stage approach by Coffrin and Van

Hentenryck (2015)

• A postdisaster repair scheduling

problem for distribution system

modeled on an integer linear pro-

gramming using a multicommodity

flow Tan et al. (2017)

System restoration

works toward re-

integrating the whole

of the power system.

Certain loads may also

be restored during this

stage with the intention

of maintenance of

system stability

Some of the online strategies and

guidelines:
• “Development and Evaluation of

System Restoration Strategies

from a Blackout” (Final Report

of Power Systems Engineering

Research Center (PSERC) Pro-

ject S30, 2009), which presents

four modules; each performing

specific tasks, such as (i) capacity

optimization, (ii) transmission

path search, (iii) constraint

checking, and (iv) distribution

system restoration

Continued



Table 2.8 A systematic smart-grid resilience enhancement approach (G. Huang, Wang, Chen, Qi, & Guo, 2017)—cont’d

Resilience enhancement
approaches Steps to be undertaken Methodologies adopted Related research

• Generic Restoration Milestones

(GRMs) as proposed by Hou et al.

(2011)

• A decision-support tool entitled

“System Restoration Navigator”

based on GRMs developed with

the support of EPRI (S. Liu,

Podmore, & Hou, 2012)

• “Optimal Blackstart Capacity” (a

tool also developed by EPRI) to

ascertain the sufficiency of

blackstart resources for system res-

toration ( Jiang et al., 2017; Qiu

et al., 2016)

Load restoration (The

last frontier of

resilience

enhancement)

• Once the system is restored back to

sufficient strength, load restoration

is the final battle to be won by the

operators

• Load restoration has become a

critical and crucial stage of system

restoration exercise mainly due to

the increased level of DG penetra-

tion and embedded smart technol-

ogies in the present day smart grids

Research on load restoration in a smart

grid context:

• A mixed-integer linear program-

ming model to maximize the criti-

cal loads to be picked up, using

remote controlled switching

devices and DGs Chen et al. (2016)

• The microgrid-assisted critical load

restoration problem as a two-

objective chance constrained pro-

gram under the uncertainties of

renewable energy sources and load

demand H. Gao et al. (2016)



• A mixed-integer nonlinear load

restoration model to support the

load restoration under reserve, fre-

quency security, and steady-state

constraints of power systems Qin

et al. (2015)

• Effective use of DGs to overcome

the cold load pickup (CLPU)

problem Kumar et al. (2010)

• A three-phase microgrid restoration

model to capture the unbalanced

characteristics existing in distribu-

tion networks Y. Wang, Chen,

et al. (2016) and Z. Wang, Wang,

and Chen (2016)

• In addition, the majority of cur-

rently proposed approaches are

worked out on radial topology, but

scope lies in experimenting the

same with meshed distribution

networks (Heydt, 2010)



4. Conclusion

Resiliency of power systems is gaining increasing attention of

researchers and corporate entities largely because of increasing number of

outages due to climate change-induced disastrous events, which are also

showing increasing trend of occurrence in recent times. At the same time,

with radical change in demands and expectation of performance of power

systems in terms of 21st-century parameters, coupled with consumers’ par-

ticipation through distributed generation and need for green energy, has

brought about a paradigm shift in the way the new age power system net-

work should evolve. What is now being termed as smart grid is essentially a

gradually evolving grid through modernization. Though smart grid is envis-

aged and promises to be of immense benefits befitting of the modern life-

style, there lies many challenges in its realization. Recent advancements

in the field of communication, information technologies, and powerful

computational technologies has indeed come as a boon in realization of

smart grid. However, amalgamation of all these dynamic systems into the

existing physical power system infrastructure not only makes the system

complicated but also makes it hugely challenging in terms of operability, sta-

bility, and reliability. Deployment of smart-grid technologies in a live and

functional existing power system is a fundamental challenge in itself.

Though these issues have been largely addressed, the issue of resiliency in

smart-grid context has a lot to look forward to. To begin with, to develop

a resilient smart-grid system, a holistic framework is needed to be identified

encompassing various geo-political-economic issues involving stakeholders

across regional, national, and international levels. A generalized understand-

ing and definition of resilience in smart-grid context is yet to be established.

An effective and holistic approach of assessing the smart-grid resiliency and

developing quantifying matrices is yet to reach a definitive level. Standards

for design, development, and deployment of a resilient smart-grid addressing

its various functionalities including interoperability of various intrasystems

are tasks yet to reach its conclusive status. From a technical standpoint, sev-

eral measures developed and proposed suffer from issues related with real-life

implementation. Last but not the least, the cyber system, which is an integral

subcomponent of a smart-grid makes it largely vulnerable to cyber threats,

largely compromising its resiliency toward one of the important man-made

disastrous event. Cybersecurity in a smart power infrastructure is still an area

of research yet to be strengthened. So as, challenges are many so also are the

opportunities.
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1. Introduction

Remedial action schemes (RAS), also known as special protection sys-

tems (SPS), have been widely used to provide protection for power systems

against problems not directly involving specific equipment fault protection

(WECC, 1996).

RAS are designed to detect abnormal system conditions and take pre-

determined, corrective action to preserve system integrity and provide

acceptable system performance. Today, in many parts of the world, RAS

represent an economic, smart, and viable planning and operational alterna-

tive to extending transmission system capability (McCalley, 2010). Thus, it

has been demonstrated in practice that RAS make the operation of any elec-

trical networkmore robust, reliable, and smarter. In this sense and within the

framework of the smart grids, it is well known that this kind of technologies

are helping utilities to speed outage restoration following major extreme

events, reduce the total number of affected customers, and improve overall

service reliability to reduce customer losses from power disruptions

(U.S. Department of Energy, 2014).

In Central America: Costa Rica, El Salvador, Guatemala, Honduras,

Nicaragua, and Panama, as part of the Central American Integration System,

have developed a competitive electrical regional market by interconnecting

their national networks through transmission links and promoting regional

generation projects to develop the electricity industry for the benefit of the

region’s inhabitants. In the same way, the Central American power
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transmission grid is interconnected with the Mexican electrical power grid

(W.C. Flores, 2012).

In this sense, energy exchanges among countries have been increasing

since the creation of the Regional Electric Power Market, which has caused

greater power flows in some power lines of the current regional electric

power system. However, the regional transmission grid still has constraints

that are shown in Section 2 of this document, so the implementation of an

RAS is a viable option that allows intelligent improvement of the operation

and resiliency increase of the electric grid without investing vast resources.

The latter is broadly showed by W.C. Flores et al. (2017).

Hence, this work shows an RAS implementation whose technical

viability is shown through simulation using four failure scenarios located

in several points of the Central American electric power grid. It is demon-

strated that there can be an improvement in the performance of an electric

power grid through the implementation of an RAS when the electric grid is

composed by electric power systems from different countries, with different

electrical realities, which is known as a Regional Electric Power Grid.

Hence, the major contributions of this work are the following:

This work demonstrates that power grid blackouts can be avoided using

regional protections and that reliable operation of different control areas

is possible.

This chapter is organized as follows: in Section 2, the problems of the

Regional Power grid are shown; Section 3 shows the proposed RAS’s oper-

ating premises and flow chart; in Section 4, the simulation of the RAS under

four different faults are shown; finally, in Section 5, the conclusions are

presented.

2. Central American power grid

2.1 Radial configuration
Because of its geographic nature, the Central American power grid has a

radial topology (Fig. 3.1). It is well known that this type of radial configu-

ration has low reliability compared to a mesh network (Gómez-Expósito

et al., 2009). Thus, without proper protection, a failure on certain important

links could lead the network to critical operating conditions. Also, under

fault conditions, the opening of certain lines could cause islands, so that

the reliability of the network could become critical under extreme operating

conditions and without adequate protection and monitoring measures.
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Fig. 3.1 Central American electric power grid (230kV). CRI, Costa Rica; ES, El Salvador; GUA, Guatemala; HND, Honduras; MX, Mexico; NI, Nic-
aragua; PA, Panamá. (No permission required.)



2.2 Constraints in the capacities of lines and power
transformers

As in any electrical power grid, devices, both lines and transformers, have

technical limitations which depend on their operative values obtained from

security analysis. In the case of the Central American power grid, there are

links that could lead to critical operating conditions in the event of a failure.

Although there are national electricity networks considered to be reliably

connected to the Central American Regional Transmission Power Grid,

there are other National networks whose reliability is considered low, so

a failure in the latter could lead the rest of the countries to critical conditions.

In the same way, it is necessary to take into account the nominal capacities of

certain important power transformers in the network. These power trans-

formation capacities are limited in countries such as Honduras, where a large

quantity of power transformers in their national network have been con-

gested for a long time (AETS, BCEOM and EDE Ingenieros, 2010), which

also limits transfer capacities.

2.3 Reactive power compensation
Reactive power compensation is necessary to improve transfers between

countries. It is well known that in an electrical network the reactive power

is used to avoid voltage problems along the transmission network. Without

adequate reactive compensation, transfers between countries are smaller

according to the transfer capacity of lines.

Although the tie to Mexico has helped in stabilizing the system under

critical conditions, it has been observed that the increased power flow com-

ing from Mexico, while crossing a country to supply the load unbalance of

another country, has caused an increased consumption of reactive power in

the country that is being crossed over. This causes a dramatic voltage drop in

the transfer path of the country which forces to trip the tie-lines, to avoid its

own voltage collapse. These circumstances can be prevented by applying

intelligent load shedding schemes based on either RAS or phasor measure-

ment units (PMU) (Sanchez et al., 2011).

2.4 Interarea oscillations
Additionally, intersystem oscillations have been frequently observed in the

Mexican power system (E. Martinez &Messina, 2008; E.M. Martinez et al.,

2013), with which the problem of the interarea oscillations becomes critical
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for the Central American power system. Interarea oscillations are associated

with machines in one part of the system oscillating against machines in other

part of the system. They are caused for two or more groups of closely

coupled machines being interconnected by weak ties. The natural frequency

of these oscillations is typically in the range of 0.1–1Hz (Grigsby, 2001).

The small signal stability problem of a power system occurs usually as a

result of insufficient damping of electromechanical oscillations (Kundur

et al., 2004). The topology of the Central American power grid is prone

to inadequate damping or negative damping of small signal, which generates

interarea oscillations. In the past, these kinds of oscillations have occurred

between hydroelectric power plants located in Central America, forcing

the installation of power system stabilizers (PSS) in the participating gener-

ators (Sanchez et al., 2011). After the interconnection with Mexico, new

interarea oscillations have emerged in the system (W.C. Flores, 2016).

For handling such cases, PMU can provide remote measurements which

can be used for re-tuning the PSSs and to improve their effectiveness.

Also, wide area measurement systems (WAMS) can also be used for devel-

oping a coordinated type of control using PSS, static var. compensators

(SVC), etc. to damp all low-frequency oscillations, as shown by Vance

et al. (2012). To date, important quantities of PMU are being installed

in the Central American power grid (W. Flores et al., 2012). In the future,

the small signal stability problem in Central America power grid could

increase because of the rise of wind and PV generation in the region

(Rueda & Shewarega, 2009).

Following, the operating premises and flowchart of the RAS proposed in

this work are shown, which helps to avoid some of the problems discussed

above. It is worth mentioning that the RAS proposed in this work was

designed to resolve a particular critical condition, that is, for an Ad-hoc

function.

3. Operating premises and flowchart of the RAS

Before showing the RAS’s flowchart proposed in this work, it is nec-

essary to show the premises with which it operates. In this sense, it is impor-

tant to mention that the goal of this RAS is to keep the power grid stable

under large outage of power generation caused by failures, with which

the resilience of the grid is raised.
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3.1 Operating premises for the RAS
The RAS will operate under the following premises:

• TheRAS operation occurs when the conditions are met according to the

coordination of the protection adapted to the hierarchical protection sys-

tems (operation coordinated with other protection schemes already

installed in the network).

• If during the operation of the RAS islands are formed in the grid, these

must be stable.

• During the event of power generation outage due to fault in the systems

south of Guatemala, to avoid overloading of the power transformer that

connects Mexico and Guatemala, due to the flow by the response of the

Mexican power system.

• Under the event of power generation outage as a result of fault in the

systems south of Nicaragua, to avoid overloading of main lines in Nic-

aragua, which could affect the rest of the Regional Power System.

• For a time of t¼ t1, the power flow in the Guatemala-El Salvador link

should not exceed a maximum value of Pmx1. If it exceeds this value,

then the Guatemala-El Salvador link opens.

• For a time t¼ t2, the power flow in the Honduras-Nicaragua link should

not exceed a maximum value of Pmx2. Also, at the same time, the power

flow through Nicaragua’s main lines should not exceed a maximum

value of Pmx3. If it exceeds this value, then the Honduras-Nicaragua

link opens.

• Simulation is performed considering that the majority of energy transfers

are made from North to South in the Central American power system

(W.C. Flores, 2016).

• Simulation takes a time of t¼ tsimul.

3.2 Flowchart of the RAS
According to the operating premises, the proposed RAS flowchart is shown

in Fig. 3.2.

In view of a fault in the south of the Central American power grid, the

variables to be monitored are the maximum values of Pmx1, Pmx2, Pmx3,

t1, and t2, described in the previous section; under a total simulation time of

tsimul. These values are the inputs of the flowchart shown in Fig. 3.2. The

values of the links between the countries PGU-ES: Guatemala-El Salvador

and PHN-NI: Honduras-Nicaragua, as well as the link of a Nicaragua line,

PLine-NI, will oscillate between different values during the simulation.

These values are shown in Fig. 3.2.
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If the PGU-ES link reaches the value of Pmx1 at a time T¼ t1, the lines

between Guatemala and El Salvador are tripped, which will form two islands

as follows: Mexico-Guatemala and the rest of Central America (see Fig. 3.1).

Both islands must be stable in their operation after the failure. If those values

of power and time are not reached, nothing happens and the simulation con-

tinues while T< tsimul.

Just the same, if the PHN-NI link reaches the value of Pmx2 and in addi-

tion the line PLine-NI reaches the value of Pmx3, at a time T¼ t2, the lines

between Honduras and Nicaragua are tripped, which will form two islands,

as follows: Mexico-Guatemala-El Salvador-Honduras and the rest of Cen-

tral America (Fig. 3.1). Both islands must be stable in their operation after the

Fig. 3.2 Flowchart of the RAS. (No permission required.)
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failure. If those values of power and time are not reached, nothing happens

and the simulation continues while T< tsimul.

Trips of lines are coordinated in such a way that they cannot form more

than two islands.

4. Simulation

Although a fault can occur in any site of the network, four represen-

tative cases of large power generation outage are analyzed, to show the RAS

effectiveness under failures located in the south of the transmission grid. To

make this analysis, a test power grid is used.

For each outage case, three base scenarios were analyzed, corresponding

to three demand levels (max, rest, and valley). To obtain the four cases of

analysis, many failures that cause imbalances in the generation—demand

levels of the region and that force greater transfers through the interconnec-

tion lines between countries were analyzed. The sequence of events includes

a three-phase short-circuit in a high-voltage bar associated with a generating

power plant, the subsequent fault clearance, and the outage of at least one

generator of the plant involved.

For Figs. 3.3, 3.5, and 3.7, the colors have the following meaning: Violet

(dark gray in print version): power flow in line of Nicaragua (Pline-Ni);

Brown (gray in print version): power flow in Mexico-Guatemala link;

Red (light gray in print version): power flow in line Guatemala-El

Salvador (line 1); Green (dark gray in print version): power flow in line

Honduras-Nicaragua, and Blue (gray in print version): power flow in line

Guatemala-El Salvador (line 2). In the same way, colors from Figs. 3.4,

3.6, 3.8, and 3.10 are Red (light gray in print version) for frequency in Gua-

temala and Blue (gray in print version) for Panama.

4.1 Case #1: Outage of power generation in Costa Rica
The outage of a generation power plant composed by three generators in

Costa Rica (180MW) triggered the RAS actuation due to the transitory

increase of the power flows through the Honduras-Nicaragua interconnec-

tion. This event triggers the formation of two subsystems, as follows: The

South, made up of Nicaragua, Costa Rica, and Panama and the north, which

includes Mexico, Guatemala, El Salvador, and Honduras.

Fig. 3.3 shows the situation before and after the operation of the RAS. It

acts when the power flow through a line in Nicaragua exceeds a maximum

value of operation during a certain time.
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Fig. 3.3 Power flow through some interconnection lines due to the trip of three gen-
erators in Costa Rica (180MW). (No permission required.)

Fig. 3.4 Frequency of the two subsystems due to the outage of three generators in
Costa Rica (180MW). (No permission required.)

79Remedial action scheme to improve resiliency under failures



As a result of the RAS operation, the south subsystem undergoes a

decrease in frequency, although it is stabilized by the operation of primary

reserves (Fig. 3.4). Therefore, as a conclusion, in this case, the operation of

the RAS contributes to the stabilization of the system under failures of

important generation power plants located in the electric power system

of Central America.

4.2 Case #2: Outage of power generation in Panama
The outage of three generators of a hydroelectric power plant (which con-

tributed to the 210MW in the condition before failure) causes an increase of

the transfers in the north-south direction. Hence, the limits of the RAS are

exceeded temporarily, triggering the opening of the interconnection lines

from Honduras with Nicaragua (Fig. 3.5). In this way, two islands

are formed.

Subsequently, the two subsystems are stabilized because of the action of

the primary reserves. The frequency in the south subsystem drops to 59.3Hz

(Fig. 3.6).

Fig. 3.5 Power flow through some interconnection lines due to the trip of power gen-
erators in Panama (210MW). (No permission required.)
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4.3 Case #3: Outage of power generation in El Salvador
The failure and subsequent outage of 2units of 90MW each located in El

Salvador causes an increase in imports of the power flows through the

Mexico-Guatemala and Guatemala-El Salvador interconnections. How-

ever, the limits of the RAS are not exceeded (Fig. 3.7).

Consequently, whole of the Central American power system is kept in

synchronism, which is evidenced in Fig. 3.8.

4.4 Case #4: Outage of power generation in Honduras
In this case, the base scenario was modified by increasing energy imports

from Honduras, particularly a power flow between El Salvador and Hondu-

ras of 140MW. On this scenario, a symmetrical three-phase fault was sim-

ulated, with a subsequent disengagement of a Hydroelectric Plant located in

Honduras, which was generating 205MW.

The disconnection of generation causes the actuation of the RAS

because of the transitory increase of the power flows through the

Guatemala-El Salvador interconnection. This event triggers the formation

of two subsystems: The South, made up of El Salvador, Honduras, Nicara-

gua, Panama, and Costa Rica and the North, which includes only Guate-

mala and Mexico. Figs. 3.9 and 3.10 show the situation after the

Fig. 3.6 Frequency of the two subsystems due to the outage of power generation in
Panama (210MW). (No permission required.)
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Fig. 3.7 Power flow through some interconnection lines due to the trip of power gen-
erators in El Salvador (180MW). (No permission required.)

Fig. 3.8 Frequency of two points located in El Salvador (red (light gray in print version))
and Panama (blue (gray in print version)) due to the outage of power generation in El
Salvador (180MW). (No permission required.)
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Fig. 3.9 Power flow through some interconnection lines due to the trip of power gen-
erators in Honduras (205MW). (No permission required.)

Fig. 3.10 Frequency of two points located in El Salvador (red (light gray in print version))
and Panama (blue (gray in print version)) due to the outage of power generation in Hon-
duras (205MW). (No permission required.)
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operation of the RAS. It acts when the flow through the Guatemala-El

Salvador interconnection exceeds 245MW for 0.6 seconds.

Fig. 3.9 shows important fluctuations in the interconnections between

countries in which the unacceptable magnitude in the case of the links

between Mexico-Guatemala (violet (dark gray in print version)),

Honduras-Nicaragua (blue (gray in print version)), and Nicaragua-Costa

Rica (green (dark gray in print version)) stand out.

As a result of the operation of the RAS, the south subsystem undergoes a

decrease in the frequency. Although it is stabilized by the operation of the

primary reserves, a large time is observed to obtain a stable condition.

5. Conclusions

The use of remedial action schemes (RAS) in an electrical power sys-

tem improves the performance of the electrical network. This work dem-

onstrates that the use of an RAS in a test power grid of Central America

increases the resiliency of the system under serious failures in the network.

Without the appropriate regional protections, some of these faults could

cause major repercussions, such as a regional blackout. By simulating four

fault conditions in the test power grid of Central America, it has been shown

that the operation of the electrical power system is kept stable by the use of

an RAS programmed in such a way that, in spite of created islands in the

electric network, these operate under stable conditions. With the imple-

mentation of this RAS, customers and users of the Central American Power

Market could be trustful that the power system will keep operating even

under extreme conditions. The use of RAS contributes to the stabilization

of the power system under failure and large loss of power generation.
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CHAPTER FOUR

Protective relay resiliency
in an electric power transmission
system
Arturo Conde Enríquez and Yendry González Cardoso
Universidad Autónoma de Nuevo León, San Nicolás de los Garza, Nuevo León, Mexico

1. Introduction

Power system protection has always been a vital aspect of electrical

power system engineering. Its main objective is to maintain a secure and reli-

able network by isolating an element or a faulted section of the network dur-

ing any adverse condition that may occur during operation. A safe and

dependable protection system helps to reduce equipment damage, reduce

power interruptions, improve power quality, and, most importantly,

improve the electrical system safety (Dehghanian et al., 2019).

Security and reliability, to some extent, can be achieved with the help of

protective devices installed throughout the network. Overcurrent relays

(OCR) are the earliest adapted protection scheme and currently widely used

due to their simple operation characteristics, reliability, security, dependabil-

ity, and low-cost, which are basic functional requirements of any network

protection (Coffele et al., 2015). When used on interconnected systems,

these relays should include a directional discriminating feature; the direc-

tional function of the overcurrent relay provides selectivity to inter-

connected systems. Directional overcurrent relays (DOCRs) are capable

of discriminating between the forward and reverse direction current on

its protected line, which is an important feature understanding that inter-

connected networks with multiple sources can contribute to fault current

on either side of the protected line, causing an unnecessary trip on the system

whether the directional function is enabled or not. Protection engineers

have taken on the arduous task of looking for alternative methods that

can assist in improving the operation times of these relays so that they

can provide better sensitivity for fault conditions on looped systems

(Huchel & Zeineldin, 2016).
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Overcurrent relays have a highly dynamic protection zone as this is more

affected by the operating conditions of the electrical network, such as topo-

logical changes, normal demand variation, and operating states that modify

the fault current contributions. However, due to its functional simplicity,

whereby it responds appropriately according to the fault conditions of the

system, and has a tolerance of temporary overloads, its application occurs

at all voltage levels of the electrical network. The adjustment process is

complex as the coordination requirements present a functional dependency

with other overcurrent relays. Thus, the operating time is determined by

selecting a time curve that guarantees coordination; this is the only protec-

tion principle that presents this behavior. Relay coordination is a complex

process due to the number of elements and the resulting coordination pairs;

this is proportional to the electrical network interconnection. It is advisable

to formulate coordination as an optimization problem (Ezzeddine &

Kaczmarek, 2008).

The application of DOCRs has sensitivity limitations and may present

high operation times for electrical system protection. Operating under over-

load conditions combined with minimal fault magnitudes of distributed

energy resources (DERs) under weak interconnection can compromise fault

detection. To avoid false operations, it is common practice that the setting

values be determined with the maximum values of the load current, subject

to contingencies n�1; this can result in settings that compromise the

sensitivity for fault detection. Furthermore, minimal fault currents can be

very common when the utility contribution is small or in isolated operation.

Additionally, the connection with utility systems can create similar fault cur-

rents on all buses (Yousaf et al., 2018).

1.1 Impacts of DG penetration on protective relay coordination
Electric grids have evolved in their topology, transforming from centralized

to decentralized systems due to the interconnection of distributed genera-

tion (DG), specifically of renewable energy sources (RES). These changes

in networks were caused by the increase in demand in recent decades and

deregulated energy policies. These electrical grids mostly operate in an inter-

connected manner to the utility and sometimes operate in isolation when a

failure occurs in the system, or even when a microgrid is weakly connected

to the utility (Razavi et al., 2019).

Renewable energy has become one more option to support electrical

grids, becoming increasingly attractive. However, the intermittency and
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uncertainty of these types of sources pose significant challenges in achieving

deeper penetration into existing power systems. Another characteristic of

intermittent renewable sources in the networks is the lack of inertia during

high penetrations of these sources; the inertia of the power system is

decreased due the reduction in rotating machine interconnections. As a

result, electrical systems will require the adaptation of new strategies or oper-

ational alternatives to include these sources (Peças Lopes et al., 2007).

Despite the numerous advantages of having DGs installed in the net-

work, there are also negative impacts on the protective relays. The design

of the low-voltage electrical system has traditionally been designed to

operate radially, so the protection schemes are generally shaped by over-

current protections. These protection schemes are traditionally adjusted to

maximum border values to ensure dependable and safe operation; the relay

settings are constants without actualization by the operational state of the

power grid. The topological changes in interconnected configurations

with bidirectional flows, and the highly intermittent operation, mean that

conventional schemes hardly meet the protection requirements

(Singh, 2017).

The presence of renewable energy sources (RES) affects the performance

of the protection in two ways; in the case of small conventional sources such

as turbo diesel, it causes an increase and change in direction of fault currents

in areas of the circuit where there are no contemplated directional schemes.

The direct impacts on the protection system are false tripping, under reach

or sensitivity loss of relays, and coordination loss between primary and

backup relays. On the other hand, in case of being RES, the high Thevenin

impedance causes a limited fault contribution in both magnitude and time;

in the worst case, it maintains a limited contribution to the fault avoiding

successful breaker reclose. In the case of isolated microgrids or with a

high-impedance connection in the utility, the reduction in fault values com-

promises the sensitivity of the protection scheme, leading to faults that are

difficult to detect. In the case of small MGs connected to the utility, the fault

current profiles are similar in all nodes, showing difficulty coordinating pro-

tections (Memon & Kauhaniemi, 2015).

1.2 Small conventional sources
The connection of small controllable generators such as turbodiesels, or bat-

tery sources, results in an increase in the fault current that can affect relay

coordination. The operation time between relays is reduced, and it can
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be so close that the selectivity can be lost, with simultaneous trips (sympathy

trips) (Mladenovic & Azadvar, 2010).

The loss of coordination results from the increase in the fault current

values that were initially considered; when this value is increased by small

sources, the operating times of both relays are reduced because the time cur-

ves are convergent, and the interval Coordination time (CTI) between

relays is lost; this results in a sequential operation between relays affecting

selectivity by the tripping of healthy lines.

Fig. 4.1 shows the effect of DG contribution in relay coordination. As it

is a radial network, the fault current from the utility is considered; the goal is

to have an operation that guarantees the release of the fault. Thus, for the

fault F1, the relay R1 must operate as primary protection; in case the inter-

ruption of the circuit is not achieved, the relay R2 will operate as backup

protection, guaranteeing an operation time difference of no less than CTI

(commonly 0.2–0.3 s). With this sequence, the dependability of the system

is increased, guaranteeing the removal of the fault. The operation of the relay

CTI

R1

R4

R3 R2

DGTransfer
Trip

R1

T (s) R2 R3

GD
I (A)F1

F2

F3 F1

F1 F3

Fig. 4.1 False tripping due to DG penetration.
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R3 as a backup-backup protection is not required because the malfunction of

protection in two different substations for the same event is very unlikely.

With the additional contribution of DG, it is possible that the time of the

relays decreases, and simultaneous trips occur due to lower CTI; this is

shown in the dashed lines in Fig. 4.1 (F1
GD). This contribution may cause

a malfunction in other feeders as the trip of the Relay R3 for the fault F2.

To solve this problem, it is necessary to update the fault currents in such

a way that the additional contribution of the generator is considered. In

the case of small generators, it is common for them to be used for a few hours

of the day, for example, to reduce the maximum demand. However, the

setting relay must be made considering the maximum fault current. When

the GD is not connected, the operating times of the relays will be longer. It is

feasible to have discrete adaptive schemes with specified relay setting groups

depending on the GD connection, or in a continuous adaptive scheme to

have re-coordination schemes on-line by a protection system that monitors

the GD contribution.

On the other hand, it is necessary to consider both the magnitude of the

current increase and its effect on the relay coordination. If the current

increase is very small, the time reduction will be too, so it may not be a coor-

dination problem. On the other hand, depending on the relay setting, the

time curve may be in its time asymptote; in this horizontal region of the

curve, the variation of time may be very small even when the GD current

contribution is large without losing coordination. This can be observed in

relay R1; its operating time remains relatively constant even with increasing

current. In case of the relay R2, which is also in its time asymptote, the CTI

can be kept within safe values without affecting the coordination. Another

effect of the GD contribution is the infeed that it causes between relay

R2 and relay R3 for fault F2, as observed in Fig. 4.1, where the increase

in current accelerates R2, but R1 does not see this increased current so is

not accelerated; the CTI is higher but the coordination sequence is

maintained. In case the operating times of relayR3 are not permissible, a trip

transferred to relay R3 can be enabled when the fault is detected in relay R2.

1.3 Connection of RES
The connection of small networks is beneficial because the reactive power

deficiencies will be provided by the utility maintaining a voltage control;

thus, the energy imbalances in the microgrid (MG) will be supplied or

absorbed (Fig. 4.2A).

91Protective relay resiliency in an electric power transmission system



1
0

10

20

30

Diesel

Solar

Power

Solar

Power

Energy

Storage

2

4

6

3

98

T-
+7

1

5

Utility Grid Wind

Power
Grafic Isc vs Nodos

Load

Load

Load

Load

Load

Is
c 

(A
)

40

50

60

Isc - Base
Isc - DG1 20% Contribution
Isc - DG2 10% Contribution

2 3 4 5 6 7 8 9

(b)(a)

Fig. 4.2 RES connection. (A) Microgrid connected to the power grid, (B) Fault current profiles.



However, as a result of the strong connection, the fault profiles will be

flat because the fault contribution is mainly contributed by the utility, as the

RES contribution is limited in magnitude and time, and due to the low

impedance of the MG (Peterson et al., 2019). The resulting fault current

profiles for the analyzed system are shown in Fig. 4.2B.

Depending on the interconnection of the system, the complexity in

coordination for radial systems will result in high tripping times because

the coordination will be performed for similar magnitudes of fault currents

(Fig. 4.3). In meshed systems, the coordination obtained will be unfeasible in

many scenarios due to noncompliance with the coordination restrictions.

Selective fault detection will be difficult and incorrect trips can occur with

more relays tripping than necessary.

1.4 Islanding operation
As a result of the disconnection of a section of the electrical network due to

the presence of a fault or abnormal operating conditions, the isolated section

may be in an unintended island mode (Chowdhury et al., 2008). It is com-

mon for the electrical island to present energy imbalances that are not sus-

tainable, and it is necessary to enable disconnection schemes for generation

sources and loads on the island to avoid damage (IEEE 1547-2018, 2018). In

another sense, there are schemes reported to save the island based on finding

a sustainable balance through the management of energy resources during

Fig. 4.3 Fault detection with RES connection, coordination with similar magnitudes of
fault current.
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the time of operation on the island until reconnection with the utility is pos-

sible. In networks with a high presence of RES, the operating time during

islanding conditions can be short due to the intermittency of the sources and

the lack of dispatchability. In cases where there is controllable energy sup-

port, such as a turbodiesel or battery bank, the operating times on the island

can be increased; to achieve this, energy resource management systems

(DMS) may be required. In Fig. 4.4, the performance ofMG under dynamic

conditions for RES for 24h is evaluated to compute the frequency and volt-

age profiles (P�erez et al., 2019). The sensitivity of the protections must be

determined to ensure the dependability of the protection scheme, since it

is very common for the protections to have insufficient sensitivity for fault

detection because the RES that commonly present on the island have low

fault currents and, in many cases, to have high operating times.

On-line protection schemes have traditionally been limited in transmis-

sion systems due to the technical difficulty of implementing control actions

toward the electricity grid. Adaptable load shedding schemes and dynamic

electrical islands for out-of-step stability have not been possible to imple-

ment. However, these technical limitations are generally not a problem

because MGs are small networks, and the monitoring and the communica-

tion systems are integrated because it is economically feasible to implement.

This can lead to having systems on-line that can adjust settings such as the

pickup current being calculated with the current values of the load current,

thus increasing the sensitivity. Protection schemes can change their config-

uration parameters and coordination in response to topological changes in

the network. These schemes can be implemented in time periods with

dynamics similar to the behavior of the demand, so update times of

5–10min can be feasibly carried out without degrading the protection func-

tions. In the case of topological changes, they can be activated in an updated

emerging system.

2. Benchmark of overcurrent coordination

In recent years, overcurrent relays (OCRs) have been themost reliable

protection schemes applied to electrical networks worldwide due to their

simple operation principle and the fact that they comply with the core objec-

tives of system protection reliability, selectivity, speed, simplicity, and eco-

nomics (Bedekar et al., 2011). These qualities make OCRs the best option

for protection engineers to select from the available types of protection

schemes for both distribution and transmission networks. The operation
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of the relay is triggered when the measured current causes a direction control

unit and overcurrent unit to operate after its magnitude surpasses the

assigned pickup current. The correct operation of the relay is ensured by

setting a pickup current that is greater than the maximum possible load

current (ILoad) but below the minimum fault current that can be seen on

the protected line by using a plug setting multiplier (PSM):

Ipickup ¼ I load∗PSM (4.1)

The PSM is a security factor that is used to prevent any unnecessary trips

caused by line overload and current measurement errors. PSM values are

normally between 1.4 and 2, which should ensure the reliability of the relay

operation and at the same time provide sufficient sensitivity to detect min-

imum fault currents at the adjacent far line-end under minimum generation.

Inverse time relays operate in less time for higher fault current magni-

tudes and vice versa for smaller fault current magnitudes. The high selectiv-

ity ensures that relays closest to the fault operate first, while upstream relays

function as backup protection; this is known as selective coordination. The

time-current characteristic curves give the classification of this type or relays

(4.2). The time curve model is from either IEEE C37.112 (C37.112-2018,

2019) or IEC 60255-151 (IEC 60255-151:2009, 2009); the different curves

are obtained by means of constants presented in Table 4.1.

tIEEE ¼ A

Isc3∅max

Ipickup

� �p

�1

+B

2
6664

3
7775∗TDS,

tIEC ¼ A

Isc3∅max

Ipickup

� �p

�1

2
6664

3
7775∗TDS

(4.2)

where:

t¼ relay operation time; I sc3∅max
¼maximum three phase short circuit

current

Ipickup¼pickup current setting;A, B, p¼constants of IEEE and IEC stan-

dards; TDS¼Time dial setting

The time-dial setting (TDS) o dial represents the journey of the disk (integral

of the velocity with respect to time) in electromagnetic relays. A comparison

of the different standardized curves is shown in Fig. 4.5A for IEEE/ANSI
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curves and Fig. 4.5B for IEC using a common setting current and TDS

setting of 1.0.

When setting the DOCRs that the type of curve must accomplish with

the requirements of protection function, the use of very inverse curves is

common for transmission and distribution systems because they provide

an adequate tolerance to temporary overloads and coordinate well with

Current (Multiples of  pickup)

(a) ANSI/IEEE Time-inverse Characteristic (b) IEC 60255 Time-inverse Characteristic
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Fig. 4.5 Time-current tripping characteristic of DOCRs.

Table 4.1 Constants of IEEE and IEC standard relay time curves.
Standard Curve type A B p

IEEE-C37.112 MI—Moderately Inverse 0.0515 0.1140 0.02

VI—Very Inverse 19.61 0.491 2.0

EI—Extremely Inverse 28.2 0.1217 2.0

NI—Normally Inverse 5.95 0.18 2.0

STI—Short-time Inverse 0.02394 0.01694 0.02

IEC-60255 SI—Standard Inverse (C1) 0.14 0 0.02

VI—Very Inverse (C2) 13.5 0 1

EI—Extremely Inverse (C3) 80 0 2

STI—Short-time Inverse (C4) 0.05 0 0.04

LTI—Long-time Inverse (C5) 120 0 1
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transformer curves. On the other hand, for industrial systems, the coordina-

tion is very complicated because DOCRs must coordinate with other over-

current protections such as fuses and low-voltage switches, in addition to

equipment damage curves; therefore, the use of different types of DOCR

curves is very common.

The inversion grade is given by the characteristic curve constants (A, B, p),

while the TDS determines the time multiplier setting used to increase or

decrease the time taken to obtain coordination between relays; this is the goal

of the coordination process. PSM determines the vertical asymptote of a

curve, as shown in Fig. 4.6. Here, these parameters are used like grades of lib-

erty in coordination algorithms due to the proportionate possible solution for

obtaining relay coordination.

The sensitivity analysis evaluates the feasibility of the backup function of

each relay; for that, relays should have the ability to detect minimum fault

currents that occur at the far end of the protected line. Failing to reach sen-

sitivity means that relays have either high or unacceptable operating times.

To overcome the sensitivity, each relay in the network is analyzed as follows:

Sb ¼ Isc2∅

Ipickup
� 1:5 (4.3)

Current (Multiples of  Pickup)
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where Isc2∅ is the minimum fault current at the remote line-end. A lower
limit of 1.5 is considered in Eq. (4.3) because the operation times are large
and useless for the protection of multiple currents (M¼ Isc/Ipickup) between 1
and 1.5; this can be considered a dead zone for protection purposes
(Fig. 4.7). The curve ofM versus Twas generally provided for coordination;
the protection engineer had to verify that the active zone of the relay is used
for the adjustment. The range of M was established from 1.5 to 20, and the
value of 20 was used to prevent there being more than 100A in the second-
ary and damaging the relay.

2.1 Overcurrent coordination
It is important for the protection to ensure reliability; for that, the concept of

coordination is introduced. Coordination between relays is necessary to

achieve a desired sequence of relay operations; the primary relay should

operate before any other relay to detect faults on its own line. The coordi-

nation process starts from downstream to upstream relays; the manual coor-

dination is always done for pairs of relays. Considering the radial feeder in

Fig. 4.8, for fault F, relay R3 (primary relay) should operate to eliminate the

fault current on its protected line. However, it is possible that relay R3 is

defective and did not see the faulted current, hence the need for relay

R2 (backup relay) to operate and remove it. The setting of relayR3 is known;

thus, the objective of coordination is to obtain the dial of relay R2. The time

curves of DOCRs are convergent; for fault F, the minimum interval

between relays is achieved. For that, the operation times of relays should

comply with a coordination time interval (CTI). Values that warrant the

time (s)

20 M (pu)1

M=1.5

Ip
ic

ku
p 

(M
=

1)

Fig. 4.7 Multiples of current of time curve.
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time coordination between relays (i.e., 0.2 or 0.3) are commonly used. For

the next pair coordination, the setting of R2 is known, and this is the pri-

mary; thus, the goal is obtaining the dial of R1 as a backup.

Considerations for coordination. In radial systems, it is common for the Ipickup
value of backup relays to be higher than the primary relay; due to the source

being at one end, the fault current profile is lower in downstream relays and

higher in upstream relays; this ensures that coordination is obtained. In

meshed networks the behavior is different, and it is probable that the pickup

current is greater in the primary than the backup; the crossing of curves can

make coordination difficult (Fig. 4.9). The overlapping of curves is given for

various reasons including the use of different relay characteristic curves, dif-

ferent fault levels, and different relay pickup values. It is recommended that

the same characteristic curve is used for radial systems to prevent this con-

dition to some extent. However, this recommendation is not entirely appli-

cable to interconnected systems, because it is more than likely that curve

crossover will occur due to the above-mentioned reasons, in contrast to

radial systems. The crossover of curves can be very deceiving for different

fault levels. For higher fault levels, the coordination pair might seem to

be well coordinated, but as the fault level decreases, the possibility of the

backup relay operating before the primary relay is higher, causing an

unwanted tripping operation. Various research have focused on trying to

resolve the issue using a two- or three-point fault method evaluation, or

by even including more degrees of freedom to modify and manipulate

the characteristic of the relay curves (Lua & Chung, 2013).
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Fig. 4.8 Coordination of DOCRs in radial system.
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Another very common scenario in meshed systems is that, due to the

contribution of other feeders connected to the bus, the primary relay sees

more fault current than the backup (infeed); the relays have to be coordi-

nated even when they see different currents (Fig. 4.1).

2.2 Metaheuristic optimization algorithms
The DOCRs coordination increases in complexity as the interconnected

electrical system increases. The difficult task of coordinating looped net-

works in recent years has been solved using various analytical and graphical

methods, which are the conventional solutions. The task is very tedious and

challenging, with the possibility of making very drastic mistakes that can lead

to undesired operations during normal or abnormal conditions of the system.

Therefore, researchers have focused their efforts on trying to solve the prob-

lem using optimization techniques. Various optimization techniques have

been recently explored to solve the complex coordination of DOCRs on

the large interconnected system. These optimization techniques have

improved the operating time of the relays to such a degree that the system

can be more reliable, selective, and, more importantly, secure.

Optimization formulation. The conventional relay coordination formu-

lated as an optimization problem seeks to minimize the relay’s operation

Fig. 4.9 Crossing curves in DOCRs coordination.
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time by seeking an adequateTDS and PSM. The objective function is deter-

mined by the relay time curves, subjected to parametric and time constraints

to comply with the coordination criterion. Deterministic methods

(Ezzeddine & Kaczmarek, 2008; Kida & Gallego Pareja, 2016; Noghabi

et al., 2010) are very challenging because they are highly dependent on a

good initial guess and have a high probability of being trapped in local min-

ima solutions. In search of the relay coordination solution, the use of heu-

ristic optimization algorithms (Shih et al., 2015; So et al., 1997; Zeineldin

et al., 2006) is very favorable due to their simplicity, flexibility, derivative-

free mechanism, local optima avoidance, and robustness, showing good

results in a highly restricted problem domain.

Metaheuristic algorithms use a population-based approach to solve opti-

mization problems. The single objective formulation is very helpful in pro-

viding a straightforward solution for any optimization problem and is the

most commonly used approach to solving the coordination of DOCRs.

Many objective functions (OFs) have been outlined in the literature; their

evaluation is not an objective of this chapter. We use the expression for the

purpose of describing the coordination methodology. The weighted objec-

tive function used for the evaluation of two fault locations is given below:

OF ¼ min
NV

NCP
+ ω1

NCPX
tp

p ¼ 1

NCP

0
BBBBBBB@

1
CCCCCCCA

+ ω2

NCPX
tb

b ¼ 1

NCP

0
BBBBBBB@

1
CCCCCCCA

+ ω3

NCPX
CTIpb

pb ¼ 1

0
B@

1
CA

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

(4.4)

where NCP and NV are the total number of coordination pairs (CPs)

and the number of CPs violated, respectively. The variables ω1, ω2, and

ω3 are the weighting factors used to determine the importance of each func-

tion in the OF and CTIepb is a soft constrained CTI error of the pbth coor-

dination pair. The operating time of each relay is defined as follows by taking

the time curves of Eq. (4.2) as a reference.

Equality constraints. The equality restrictions are determined by the equa-

tions of time for each relay given by Eq. (4.5); the constants are previously

defined. It is common for the same type of curve to be used to reduce the

number of crossing curves; the fault current is determined for each
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coordination pair. The TDS and PSM are used in the optimization problem

as degrees of freedom to obtain possible solutions (see Fig. 4.6).

tp,b ¼ A
I
sc3∅max

I load∗PSM

� �n

� 1
+ B

2
64

3
75∗TDS (4.5)

Inequality constraints. The PSM range should ensure that the relay discrimi-

nates between normal and abnormal conditions. The PSM inequality hard

constraint is given by Eq. (4.6). The PSMmin gives safety to the operation of

the relay, avoiding tripping under permissible transient conditions and dur-

ing temporary load conditions; the PSMmax avoids the need for adjustments

with large values, favoring the sensitivity for fault detection and preventing

the DOCR from operating with slow times.

PSMmin � PSM � PSMmax (4.6)

TheTDS is the multiplier setting used to increase or decrease the relay oper-

ation time to assist with the coordination between two relays. The maxi-

mum setting (TDSmax) should ensure that the resulting operation time for

a fault current is not so high that it prevents damage to the network equip-

ment. On the other hand, the minimum setting (TDSmin) should prevent the

relay from operating as an instantaneous relay, defying the purpose of time-

current grading curves. The TDS inequality hard constraint is given by

Eq. (4.7).

TDSmin � TDS � TDSmax (4.7)

It is necessary for the primary relay (tp) to be given ample time to operate to

free any abnormal conditions present on its protected line before the backup

relay (tb) operates for both near and far ended faults, thus guaranteeing the

coordination between relays. The backup relay should operate only if one of

the primary relays in the forward direction adjacent line fail to operate. The

CTI inequality soft constraint is given for each one of n pairs of coordination

in Eq. (4.8):

tb � tp
� �

n
� CTI (4.8)

For an optimal solution, there should be zero miscoordination among the

coordination pairs (CP) of the tested network. As the interconnected system

gets larger, with the addition of lines and equipment, it is unlikely to lead to a

reduction in the number of miscoordinations without expanding the range
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of each decision variable. The need to reduce miscoordination is a dilemma

in the optimal coordination of DOCRs because it is sometimes necessary to

increase the operation time of the relays to decrease the number of mis-

coordinations, and vice versa if the relay operation time needs to be reduced

due to limitations provided by the network configuration. For good coor-

dination, the relay must operate immediately after a fault occurs in its protec-

ted line; however, at the same time, it is necessary to have a sufficient time

delay to provide backup for the adjacent line in the forward direction when

the primary relay does not operate. These are related by means of CTI

restrictions (4.7); therefore, any setting modification in one relay has a dom-

ino effect, affecting all coordination.

The weighting factors are obtained by evaluating various sets of

weighting factors to obtain the pareto-front that accurately represents the

effect and behavior that each objective has on the weighted objective func-

tions. The form of the pareto solution results in nonconvex functions, so that

the selection of the best solution is obtained only from the lowest value of

the sum of the functions (Fig. 4.10).

2.3 Test systems
In this investigation, two test systems are used to solve the coordination

problems using conventional coordination methods. In the literature, many

algorithms have been recorded to solve coordination; it is not the purpose of
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Fig. 4.10 Selection of the best solution for the relays.
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this chapter to evaluate them all. The coordination of the DOCRs was

carried out using a metaheuristic algorithm; the results presented show

the solutions that it offers and outline proposals to improve coordination.

The formulation of the optimization algorithm used was the Differential

Evolution (DE) (Storn & Price, 1997).

The first test system is the IEEE-14 bus, the second test system is aMicro-

grid, the selected voltages are 138/33/11kV and 34.5kV respectively.

Fig. 4.11 shows the networks used in this research.

The general considerations to determine the number of relays to be used

in the optimization process are described in Section 4.4. The resulting num-

ber of relays on the IEEE-14 and MG bus test networks are 30 and 16

DOCRs, respectively. These are assigned a name, using the buses that

the main line is on, as described above. The fault and load currents observed

by each relay in the network are provided in the Appendix section. A total of

50 and 30 coordination pairs are formed, respectively, in both test systems.

Sensitivity analysis eliminated CPs that could not be coordinated due to net-

work limitations, resulting in a total of 37 and 21 CPs in each test network,

respectively.

The maximum and minimum values of PSM and TDS are in a contin-

uous range of [1.4: 1.6] and [0.1: 3.0], respectively, to ensure that a reason-

able relay operation time is obtained. The minimum CTI used in this

investigation to ensure coordination is 0.2 s along the time-current curves;

that is, at the maximum (start-line) and minimum fault current (end-line).

The very inverse curve is used for most test cases, as it is commonly used

in DOCR.

Case 1. 14-bus IEEE system under normal operation

Table 4.2 shows the resulting times for primary operation and backup

obtained in the IEEE system of 14 nodes applying the conventional coor-

dination method. From the time results presented in Table 4.2, it can be seen

that there is a violation in 5 pairs of relays. The computed time to obtain

results with DE is also included in the table.

Table A in the Appendix section shows the Isc and ILoad values for this

analysis. Fig. 4.12 shows the loss of coordination between one of the pairs

of relays; the backup relay acts in a shorter time than the primary relay; this is

detected in the system as a violation.

Case 2. 14-bus IEEE system with DG

The introduction of DG in the system brought variations of the Isc at cer-

tain points; in the sensitivity analysis for this case, a total of 40 coordination

pairs were identified. Table 4.3 shows the resulting times for primary and
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backup relays obtained in the IEEE 14 node system with DG penetration

applying the conventional coordination method. The presence of DG intro-

duces a more complex scenario since the additional contributionmay cause a

loss of coordination. Table B in the Appendix section shows the Isc and ILoad
values for this analysis.

Case 3. MG connected

Table 4.4 shows the resulting times for primary operation and backup

obtained in the MG system connected to the utility grid applying the con-

ventional coordination method. There are no violations, but the operating

times of the relays are increased by having similar short-circuit current

values. Table C in the Appendix section shows the Isc and ILoad values for

this analysis.

Table 4.2 Results obtained for the 14-bus IEEE system in normal operation.
Relay

tp tb CTI_c

Relay

tp tb CTI_cPrimary Backup Primary Backup

23 12 0.178 0.660 0.482 42 34 0.227 0.605 0.378

24 12 0.248 0.658 0.411 42 54 0.227 0.533 0.306

25 12 0.339 0.657 0.317 52 15 0.201 0.673 0.472

34 23 0.321 0.622 0.301 52 45 0.201 0.546 0.345

45 24 0.333 0.641 0.308 43 24 0.254 0.697 0.443

45 34 0.333 0.643 0.310 43 54 0.254 0.567 0.313

612 116 0.663 0.971 0.309 54 15 0.361 0.676 0.315

613 116 0.548 0.887 0.339 54 25 0.361 0.679 0.318

613 126 0.548 0.869 0.320 116 1011 0.439 0.296 �0.143

910 149 0.519 0.885 0.366 126 1312 0.156 0.491 0.335

914 109 0.172 0.605 0.433 136 1213 0.147 0.453 0.306

1011 910 0.226 0.629 0.403 136 1413 0.147 0.650 0.503

1213 612 0.439 0.745 0.306 109 1110 0.436 0.195 �0.241

1314 613 0.215 0.785 0.570 149 1314 0.498 0.270 �0.227

1314 1213 0.215 0.472 0.257 1110 611 0.114 0.657 0.543

21 52 1.122 1.444 0.323 1312 613 0.454 0.756 0.301

51 25 0.405 0.811 0.406 1312 1413 0.454 0.778 0.323

51 45 0.405 0.708 0.303 1413 914 0.461 0.196 �0.265

32 43 1.989 0.343 �1.645

Number of Violations (NV) 5

Differential Evolution Computation

Time (s)

DE: 25.33
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Table 4.3 Results obtained for the IEEE system of 14 buses with DG penetration.
Relay

tp tb CTI_c

Relay

tp tb CTI_cPrimary Backup Primary Backup

23 12 0.284 0.775 0.491 51 45 0.137 0.833 0.696

24 12 0.381 0.773 0.393 32 43 0.348 0.651 0.303

25 12 0.441 0.771 0.331 42 34 0.412 0.955 0.544

34 23 0.501 0.999 0.498 42 54 0.412 0.759 0.347

45 24 0.480 0.960 0.480 52 15 0.386 0.912 0.526

45 34 0.480 1.002 0.522 52 45 0.386 0.697 0.312

611 126 0.212 1.494 1.281 43 24 0.494 1.057 0.563

611 136 0.212 0.517 0.305 43 54 0.494 0.798 0.304

612 116 0.134 0.647 0.513 54 15 0.528 0.912 0.384

612 136 0.134 0.463 0.329 54 25 0.528 0.828 0.300

613 116 0.301 0.632 0.331 116 1011 0.501 0.096 �0.405

613 126 0.301 0.602 0.301 126 1312 0.448 0.119 �0.329

910 149 0.529 0.855 0.326 136 1213 0.276 0.599 0.324

914 109 0.847 0.147 �0.701 136 1413 0.276 0.637 0.361

1011 910 0.088 0.605 0.517 109 1110 0.142 0.570 0.427

1213 612 0.586 0.148 �0.438 149 1314 0.720 0.166 �0.554

1314 613 0.140 0.444 0.305 1110 611 0.528 0.246 �0.282

1314 1213 0.140 0.652 0.513 1312 613 0.118 0.420 0.301

21 52 1.324 1.648 0.324 1312 1413 0.118 0.661 0.543

51 25 0.137 1.007 0.870 1413 914 0.521 0.957 0.435

Number of Violations (NV) 6

Differential Evolution Computation

Time (s)

DE: 28.12
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Case 4. MG islanding

Table 4.5 shows the resulting times for primary operation and backup

obtained in the MG system operating in island mode applying the conven-

tional coordination method. The nonconnection of the public network and

the operation on the island brought variations of the Isc at certain points, in

the sensitivity analysis for this case a total of 17 coordination pairs resulted. As

can be seen in Table 4.5, there are no violations; this is mainly due to the

Table 4.4 Results obtained for the MG system connected to the utility grid.
Relay

tp tb CTI_c

Relay

tp tb CTI_cPrimary Backup Primary Backup

23 42 0.253 0.850 0.597 61 56 0.437 0.741 0.304

24 32 0.192 0.645 0.453 32 63 0.213 0.771 0.558

36 23 0.210 0.760 0.550 42 14 0.350 1.365 1.015

46 14 0.161 0.904 0.742 42 64 0.350 0.887 0.537

46 24 0.161 0.536 0.375 63 46 0.358 0.697 0.339

56 15 0.192 0.603 0.412 63 56 0.358 1.110 0.752

41 24 0.364 0.667 0.302 64 36 0.267 0.585 0.318

41 64 0.364 0.785 0.421 64 56 0.267 0.952 0.685

51 65 0.511 0.960 0.449 65 36 0.339 0.762 0.422

61 36 0.437 0.738 0.301 65 46 0.339 0.915 0.575

61 46 0.437 0.750 0.313

Number of Violations (NV) 0

Differential Evolution Computation Time

(s)

DE: 12.39

Table 4.5 Results obtained for the MG system operating in island mode.
Relay

tp tb CTI_c

Relay

tp tb CTI_cPrimary Backup Primary Backup

16 51 3.921 4.495 0.573 61 56 0.965 2.549 1.583

23 42 0.328 0.913 0.585 32 63 0.371 2.418 2.047

24 32 0.268 1.244 0.976 42 64 0.358 1.155 0.797

36 23 0.339 1.062 0.723 63 46 1.049 1.610 0.561

46 24 0.240 0.837 0.597 63 56 1.049 4.004 2.955

41 24 0.567 1.009 0.442 64 36 0.274 1.054 0.781

41 64 0.567 1.072 0.506 64 56 0.274 3.022 2.748

51 65 0.704 1.368 0.664 65 36 0.356 1.268 0.911

61 36 0.965 1.274 0.309

Number of Violations (NV) 0

Differential Evolution Computation Time

(s)

DE: 11.95
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small network dimensions, but very high operating times are presented as a

negative aspect, which can be harmful for protection and voltage quality

purposes. Table D in the Appendix section shows the Isc and ILoad values

for this analysis.

3. Enhanced DOCR coordination

The proposed coordination method consists of defining operating

time intervals for the relay setting locations, these times must guarantee that

the primary protection, backup, and sensitivity functions are obtained. Each

relay must have a time curve that guarantees compliance with the restrictions

in each interval, the use of nonstandardized curves allows the desired curve

for each relay to be obtained. With this, a functional independence between

relays is achieved, since the operating time does not depend on the time of

another relay, as in Eq. (4.8), where the backup time tb is a function of the

primary time tp. With this, a less algorithmically demanding formulation is

obtained in the optimization problem since the coordination constraints for

CTI are eliminated and only the operating time within each interval is min-

imized for each relay.

The increased tripping times of DOCRs are mostly before faults located

far from their location; this problem can be particularly accentuated when

standardized inverse-time curves are used or when only maximum faults

are considered to carry out relay coordination. The use of nonstandardized

inverse-time curves, the model and implementation of optimization algo-

rithms capable of carrying out the coordination process, are proposed meth-

odologies focused on the overcurrent relay performance improvement.

These techniques may transform the typical overcurrent relay into a more

sophisticated one without changing its fundamental principles and advan-

tages. Consequently, a more secure and still economical alternative can

be obtained, increasing its implementation area. The use of nonstandardized

inverse-time curves would reduce the tripping time for lower fault currents

and consequently improve the coordination process. Different levels of

short-circuit current are computed to validate the robustness of the algo-

rithm. This equation has five settings like degrees of freedom to give a solu-

tion to the coordination of each relay.

3.1 Interval coordination method
In the conventional coordination method, the functional dependence

between relays is presented due to compliance with the CTI, where an
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increase in the operation time of a relay will affect its backups due to

Eq. (4.8). Also, when the setting of a relay is modified, it is necessary to

re-coordinate all relays. In the proposed method, time intervals are defined

for each relay to satisfy its primary and backup protection functions. To

obtain the sequence of operation between the primary and backup func-

tions, the intervals are defined equally for all relays. In Fig. 4.13, for each

fault current, the operation of the relays will be carried out complying with

the defined time intervals, guaranteeing coordination. On the horizontal

axis, the location of the time curve for compliance with the interval depends

on the Ipickup and the Isc of each relay. In dynamic operating conditions, the

relays involved will have the same performance as conventional relays.

The problem is formulated as a minimization optimization function

because it is necessary to determine the coefficients of the time curve that

results in the shortest times for all intervals. To achieve this, time curves with

greater flexibility are used to reduce coordination violations. These non-

conventional curves are based on the general model having similar shapes

to conventional curves, thus meeting the protection requirements. This for-

mulation in coordination is less algorithmically demanding, since it is not
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necessary to find a solution that combines the operating time of all function-

ally dependent relays and their coordination constraints. In the proposed

function, only the operating time within each interval is minimized for each

relay. Then, only relays affected by load current or fault current changes will

need to be updated. By using curves with higher degrees of freedom, the

variables in the coordination problem are increased; however, this increase

is not dominant in the results obtained in the test system analyzed.

The proposed method of interval coordination does not solve the cross-

ing of curves since this is caused by the nature of the electrical network and

the functional limitations of the overcurrent protection principle. In con-

ventional coordination methods, the loss of coordination is not detectable

when coordination is only performed at a single point of fault, such as coor-

dination in radial networks.

In meshed networks, it is important that the coordination for faults is car-

ried out both at the beginning and at the end of the line. There are violations

in the results of the coordination, and it is often not possible to identify

which relay initiates the crossing of curves, until the coordination can be

graphed. In the interval method, the relay that does not comply with the

intervals is presented directly in the violation and is easily detectable. In

Fig. 4.14, the crossing of curves between a coordination pair is shown;

for the conventional coordination method 14a, it can be detected because

the crossing is close to the coordination current, but 14b will not be

detected. In the proposed interval method, the R1 relay does not meet its

first interval in both cases. In these cases, the protection principle can be

changed by differential relays or distance relays, replacing the problem relay.
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3.2 Optimization problem
The coordination problem is raised to minimize the operation time of each

relay to comply with the three-time intervals (4.9).

OF ¼ min
XN
μ¼1

T Isc að Þμ + T Isc bð Þμ + T Isc cð Þμ
� �

+ NV

( )
(4.9)

where N is the number of relays, T (Isc) are the relay operation times eval-

uated with nonconventional time curves. To improve the results, it is nec-

essary to penalize the infractions to the inequality restrictions; the NV

parameter is included, which is the number of violations that are presented

in the search for the functions.

Restrictions. The objective function is achieved if the restrictions of the

relay parameters and their limitations are satisfied. The time restrictions

are established for each point of interest in the time intervals; the same curve

must satisfy the three regions in a minimum time.

T IIsc að Þmin � T IIsc að Þ � T IIsc að Þmax (4.10)

T IIsc bð Þmin � T IIsc bð Þ � T IIsc bð Þmax (4.11)

T IIsc cð Þmin � T IIsc cð Þ � T IIsc cð Þmax (4.12)

The time intervals are defined in compliance with the reliability and safety

requirements. Depending on the protection scheme, the operating time

requirements of DOCRs may change, mainly in their primary function.

For example, for schemes where the DOCR backs up another relay, oper-

ating times can be increased by relaxing the requirement on the time curve.

It is common for the internal policies of each electric company to define the

allowable trip times; these values can be specified as restrictions on the time

intervals defined in this proposal.

Equality restrictions of nonstandard time curves. In this chapter, we propose

coordinating DOCRs considering five adjustable settings for three different

levels of short-circuit current, obtaining nonstandardized inverse time cur-

ves. The proposed objective function considers close-in, bus-end, and

remote line-end faults as frontier coordination currents. The use of nonstan-

dard curves in DOCRs allows reduced operating times. The analytical

expression of overcurrent time operation is show in Eq. (4.13):

ζ xð Þ ¼ μ1
a

b�μ5

� �μ3 � 1
+ μ2

2
64

3
75 � μ4 (4.13)
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where

μ ¼ μ1, μ2, μ3, μ4, μ5ð ÞT

Constraints:

a ¼ amin : amax
� �T

,

μmin1:5 � μ1:5 � μmax1:5 , μ, a�ℝ

The coefficients μ are considered as bounded variables in the Eq. (4.13) to

obtain nonstandardized curves. It is common for μ4 and μ5 to be used as

degrees of freedom to improve coordination (4.5); when the coefficients

μ1:3 are also variables, nonstandardized curves are obtained (Carlos et al.,

2015) (Table 4.6).

The ranges are defined for each coefficient of the curve for the algorithm

to select the relay settings. The limits of variables μ are used to avoid time

curves very different from those of overcurrent relays. These are based on

the values used in the conventional curves (Table 4.1) to preserve the shape

of the inverse time curves, as can be seen in Fig. 4.15.

For the bio-inspired optimization algorithms, the initial population is

created by generating uniformly distributed random numbers; each number

must be located within each setting boundaries. The structure of chromo-

somes is shown in Fig. 4.16, and it must be evaluated for the objective

function.

3.3 Evaluation and presentation of the proposed interval
coordination method

Table 4.7 shows the resulting times for primary operation and backup

obtained in the 14-node IEEE system applying the proposed interval coor-

dination method. In the simulations, the intervals used in Section 2.3 are

Table 4.6 Selection of parameters ranges.

Parameter

Boundaries

Minimum Maximum

μ4 (TDS) 0.1 3.0

μ5 (PSM) 1.4 1.6

μ1 (A) 0.01 28

μ2 (B) 0 0.49

μ3 (p) 0.01 2
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equal for caparison purposes; the operating times are analyzed showing that

the reduction of TDS in conventional method not always minimize oper-

ating times. However, the minimal TDS is not always an advantage since

more violations, or a loss of coordination can be presented. In addition,

times can be obtained that are detrimental to the protection scheme. The

results obtained with the proposed interval method shows that all relays

are accomplished with the required time intervals defined: closing (0.1–
0.2 s), end of bus (0.4–0.5 s), and remote end of line (0.7–0.8 s) to guarantee

operation without violations and with lower operation times compared with

results obtained in Case 1 (Table 4.2). Table A in the Appendix section

shows the Isc and ILoad values for this analysis. In Fig. 4.17, relay operating

times and compliance with the preestablished operating interval are

presented.

The comparison between coordination pairs of relays with conventional

coordination and with the proposed coordination method is shown in

Fig. 4.18. It can be observed that the conventional coordination pair presents

longer operating times due to the functional dependence between relays. In
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the case of the proposed method, each relay has its specific time curve to be

able to comply with the specified time intervals. The results for the

remaining cases and the evaluation in different operating conditions of

the electrical network are shown in Section 5.

4. On-line coordination system

Before solving the coordination using an optimization method, it is of

critical note to discuss the steps carried out to obtain the data used as input.

The initial steps include the input of the data for the tested networks con-

sidering the conversion of these to a common system base. Typical data con-

tain the number of buses, bus type, bus voltages, generators, shunt and line

Table 4.7 Results obtainedwith proposed interval method for the 14-bus IEEE system in
normal operation.

No. Relay
Primary time

Backup time

(Close-in) Bus-end Remote line-end

1 23 0.155 0.423 0.750

2 24 0.114 0.495 0.712

3 25 0.134 0.403 0.701

4 34 0.103 0.415 0.715

5 45 0.170 0.407 0.745

6 612 0.191 0.400 0.709

7 613 0.189 0.400 0.759

8 910 0.143 0.400 0.712

9 914 0.194 0.411 0.700

10 1011 0.184 0.401 0.701

11 1213 0.194 0.423 0.701

12 1314 0.196 0.443 0.714

13 52 0.161 0.402 0.729

14 43 0.153 0.463 0.781

15 54 0.192 0.408 0.713

16 116 0.138 0.439 0.701

17 126 0.103 0.403 0.729

18 109 0.176 0.400 0.701

19 149 0.191 0.448 0.704

20 1110 0.126 0.402 0.706

21 1312 0.125 0.401 0.704

22 1413 0.175 0.492 0.752

Number of Violations (NV) 0

Computation Time (s) 38.01
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impedances, generation, and load powers. The use of nodal matrices allows

the topology of the electrical network in a steady state to be represented. The

expressions are algebraic for the calculation of power flows and faults, the

formulation is computationally efficient for topological and operational

changes that must be considered during real-time operation. The output
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and input of elements such as generation sources, lines and loads must be

considered; the intermittency of the RES can be considered the power

injection in power flows and the reactance of the source for fault analysis.

4.1 Network topology
Obtaining nodal matrices is the basis for studies of the electrical network;

thus, the nodal admittance matrix can be obtained by means of incidence

matrices to obtain a computationally efficient method. In the same way,

the nodal impedance matrix can be obtained by construction algorithms

(Stagg & El-Abiad, 1968). These methods can consider mutual coupling sce-

narios and parallel lines very easily (Fig. 4.19).

The structure of the matrices allows updating the topological or opera-

tion variations by direct methods in the case of the Ynodal and by inversion

lemma in the case of theZnodal. The topological detection systems must have

the position of the auxiliary contacts of the switch (52a) and the current mea-

surement in that branch (Fig. 4.20). This information being verified at both

ends will confirm the current topology and will allow the topological
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modifications to be represented in nodal arrays. The voltage phasor and the

sample time will allow to obtain the directionality of the measured current.

4.2 Load flow and fault current analysis
Load flow analysis is used to solve the nonlinear power flow equations to

obtain node voltages and currents flowing in each direction of the network

lines. The obtained voltages at each network bus and at each branch current

are used to get the line loads each relay sees during the steady-state condition

of the interconnected system. DOCR relays require the pickup currents to

be set above the protected line maximum load current to prevent any

unnecessary trips due to overload or transformer inrush currents. To avoid

false operations due to power transfer before the exit of some elements, it is

necessary to carry out an analysis of contingencies n�1. In smart grids, the

measurement obtained by μ-PMU is available, avoiding the execution of

iterative flow algorithms; however, for contingency analysis it is necessary

to run load flows algorithms. For identification purposes, all relays are

assigned a name based on the network topology. If the relay is located

between buses 1 and 4, with bus 1 being the closest to the given relay,

the assigned relay name is R14.

52a   NO/NC 

Ik, Vk phasors 

µPMU 

µPMU µPMU 

µPMU 

Fig. 4.20 Electrical network information for topology record.
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The different current levels seen by each relay on interconnected systems

increase the difficulty in conventional coordination methods, especially if

there is more than one CPs formed by the same relay. On the other hand,

the method proposed by intervals guarantees compliance with the times in

each interval through the coefficients that determine the shape of the time

curve. Routine fault analysis is used to determine the maximum and min-

imum fault currents for each location of interest. The maximum fault cur-

rent is calculated assuming that a bolted three-phase fault (Zf¼0) occurs at

bus nearest to the relay, which is assumed to be of the same magnitude as a

fault occurring directly in front of the relay.Minimum fault currents are used

for a sensitivity analysis (4.3) and are obtained for the far end of the adjacent

line. The faults are simulated using the Zth of the diagonal of impedance

nodal matrix. The far end line can be simulated like distribution systems,

adding the impedance line to Zth because the remote end of the line is

considered open.

4.3 Special considerations
The operation of DOCRs is very simple, which means that this protection

scheme can be widely used, especially on interconnected systems. The oper-

ation of the relay is triggered when the measured current cause a direction

control unit and an overcurrent unit to operate after its magnitude surpasses

its assigned pickup current. However, special considerations must be made

in the coordination formulation; equipment protection like transformer,

reactors, or capacitor bank can be included in the formulation. Also, parallel

lines must be included because the formation of nodal matrices results in the

equivalent parallel line, losing the information from the relays.

The coordination uses each relay in the network, commonly excluding

those that protect power transformers because the use of differential protec-

tion schemes. On the other hand, the backup function of transformers and

shunt elements, such as capacitors and reactors, can be included in the for-

mulation as additional restrictions. If the branch is a transformer or a double

line circuit, this must be declared in the input data. The algorithm will acti-

vate the procedure for setting relays for transformer protection to back up

differential protection or primary protection.

4.3.1 Setting of relays for transformer protection
The application of DOCRs as transformer protection can be located

depending on the capacity (IEEE C37.91-2000). The limit considered is

10MVA, when the capacity of the transformer is lower, only the
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overcurrent protection is used, when it is higher, the differential protection

is added and the backup protection is the overcurrent protection.

Two winding power transformers<10MVA. Protection for transformers less

than 10 MVA is basically overcurrent, these schemes must ensure the relay

operation for internal transformer faults and guarantee backup for faults in

the feeders (Fig. 4.21).

Protection on primary side, 51H. Primary transformer protection must

operate for transformer faults, have coordination with low-side protection

equipment and avoid operation under hot load pickup, like inrush current

on instantaneous reclosing of source-side circuit breakers and cold load

pickups. The setting of the pickup current of the primary protection must

be:

For Fuse: 150% and 175% of low-speed E type high voltage side primary

current

For Relay: 125%–150% of maximum kVA nameplate rating of a trans-

former is common

Both protections must coordinate with the damage curve of the transformer

and allow the magnetization current, being greater between 8 and 12 times

the nominal current in a time greater than 0.1 s. Only the application of

relays for the generation of restriction functions is considered.

I
ij
pickup 51H ¼ I load rating∗PSMTrans (4.14)

1:25 � PSMTrans � 1:5 (4.15)

T
ij
relay � 0:1 for I inrush ¼ 8∗Inom (4.16)

The relay must protect the transformer for internal faults; to achieve this, its

time curve must be less than the damage curve and greater than the inrush

point. To guarantee the protection function of the transformer, it is only

necessary to verify points 1, 2, and 4 for Cat II–IV and points 1 and 4 for

Cat I (Fig. 4.22). This verification is carried out by determining the times

of the damage curves for the transformer and its category as shown in

Table 4.8.

Fig. 4.21 Protection scheme for power transformer less of 10 MVA.
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For Cat II, III, and IV:

T
ij
relay I1ð Þ > T1 and T

ij
relay I2ð Þ > T2 and T

ij
relay I4ð Þ > T4 (4.17)

For Cat I:

T
ij
relay I1ð Þ > T1 and T

ij
relay I4ð Þ > T4 (4.18)

Phase overcurrent protection on secondary side, 51X. The relays must coordinate

with the relays installed in the RFeeder feeders and must operate with time

delay for three-phase or two-phase faults in the feeders (Isc x
3∅), maintaining

the CTI of the slowest protection of the feeders.

I
ij
pickup 51X ¼ I load rating∗2:0 (4.19)

Time (s)
4

3

2

I4 I2 I1 I

1

(A)

Categories ll, lll and IV

Inrush

Time (s)
4

I4 I1 I

1

(A)

Category l

Inrush

Fig. 4.22 Transformer damage curve category.

Table 4.8 ANSI curve points.
Point Category of the transformer Time (s) Current (A)

1 I t¼1250 * (Zt)
2

If¼ In
Zt

II t¼2 If¼ In
Zt

III, IV t¼2 If¼ In
Zt + Zs

2 II t¼4.08 If¼0.7 * In
Zt

III, IV t¼8 If¼0.5 * In
Zt + Zs

3 II t¼2251 * (Zt)
2

If¼0.7 * In
Zt

III, IV t¼5000 * (Zt+Zs)
2

If¼0.5 * In
Zt + Zs

4 I, II, III, IV t¼50 I¼5 * In
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0:5 � T
ij
relay 51X I3∅sc x

� � � 0:8 (4.20)

Two winding power transformers�10MVA. The primary protection function

of transformer is differential protection. Adjustment considerations do not

affect the coordination of DOCRs and are not described. Transformer

backup and external fault backup functions are performed by DOCRs.

Phase overcurrent protection on primary side, 50/51H. The function of the

instantaneous element (50H) is to protect the transformer without

overreaching the feeders on the secondary side (Fig. 4.21), two conditions

must be met:

I load rating∗10 < I
ij
pickup 50H and 2∗I3∅sc x < I

ij
pickup 50H (4.21)

Protection on primary side, 51H. It must allow the primary protections of the

bank and the feeders to operate first. It must operate with time delayCTI for

faults on the low side of the bank or on feeders and must operate as trans-

former overload protection.

I
ij
pickup 51X ¼ I load rating∗PSM51H (4.22)

2:0 � PSM51H � 2:2 (4.23)

The time curve must be below the damage curve (for frequent fault) of the

transformer. The operating time must be between 0.8 and 1 s for a three-

phase fault on the low voltage bus.

0:8 � T
ij
relay 51H I3∅sc x

� � � 1:0 (4.24)

Transformer secondary side backup protection, 51X. It must allow the bank’s pri-

mary protections and feeder protections to operate first. It must operate with

a time delay for three-phase or two-phase faults in the feeders (Fig. 4.21).

I
ij
pickup 51X ¼ I load rating∗2:0 (4.25)

0:5 � T
ij
relay 51x I3∅sc x

� � � 0:9 (4.26)

4.3.2 Parallel lines
In the case of parallel lines (Fig. 4.23), the corresponding pair of relays will be

assigned to the equivalent branch. The adjustment will be made considering

the fault current and load current in each line in proportion to the imped-

ance ratio of each line; the most common case is that the lines have the same
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impedance. With these values, the pickup current in each relay is deter-

mined and the corresponding coordination pairs are generated.

IL1pickup ¼ I load L1∗PSM (4.27)

IL2pickup ¼ I load L2∗PSM (4.28)

Coordination between relays R43 and R34 on different lines will be

established by coordinating both relays (Fig. 4.23) using the conventional

coordination method:

TL1
R43 ¼ TL2

R34 + CTI for Fault L34 end line open (4.29)

TL1
R34 ¼ TL2

R43 + CTI for Fault L43 end line open (4.30)

With the proposed method, only compliance with the intervals will be

necessary.

The fault analysis for relay setting is done by considering the line-end

open; the fault contribution is from only one end. This criterion is applied

under the consideration that the probability that relays located at each end

failing to operate is very low. In the case of faults on parallel lines, the con-

tribution from the remote end is given by the nonfault line. For this reason,

the fault calculation for the coordination of relays must be carried out con-

sidering the remote end connected with the impedance of a single line, the

Ynodal must consider this increase in the impedance of the branch or use the

inversion lemma for modify the Znodal (Fig. 4.24).

Fig. 4.23 Parallel lines.

open 

Fig. 4.24 Fault analysis for parallel lines.
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4.3.3 Radial lines detection
Radial line protection is located at the source end; therefore, this condition

must be recognized by the algorithm and reflected in the formulation. The

connection of a single branch to a node is an indicator of it being the last

node of the load end. The Ynodal construction algorithm must indicate when

a single branch is connected to a node on the diagonal of the matrix (4.31),

or when there is only one mutual element (y45) in the column vector or row

vector, Fig. 4.25. From this node, the algorithm performs a search toward

the next value on the diagonal or in the next column vector that has the

previous branch and an additional branch (y34). This process detects lines

with a radial nature, ending when there is an element of the diagonal with

three or more connected branches. The algorithm’s relay assignment will be

undertaken from the source node, omitting the remote end relay.

=

⎣
⎢
⎢
⎢
⎡( + ) 0 0

( + ) 0 0
( + + ) − 0

0 0 − ( + ) −
0 0 0 − ( )⎦

⎥
⎥
⎥
⎤

ð4:31Þ

4.4 Sensitivity analysis
The sensitivity analysis is performed to remove all of the coordination pairs

that, due to system restrictions, will not be able to coordinate. Backup relays

should have the ability to detect minimum fault currents that occur at the far

end of its protected line. Eq. (4.32) is used to analyze each coordination pair

to determine whether coordination can be achieved. The coordination pairs

that do not overcome the sensitivity analysis are relays with either high or

y13

y12

y34 y45

1 3 

2 

4 5 

y23

Fig. 4.25 Radial line detection example.
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unacceptable operating times. The lack of sensitivity is a limitation of the

overcurrent principle used; the use of distance relays for backup functions

can be an alternative. In cases where there are numerous relays that do

not pass the filter (4.32), a lower percentage of coverage of the backup func-

tion can be considered only to obtain a relay setting (Fig. 4.26). For example,

80%; this percentage will depend on the impedance of the backup line. This

scheme should be supplemented with transferred trip schemes to ensure that

100% of the line is backed up.

SNF
b �

Vnom= Z
backup
line ∗0:8 + Zth

� �
Ipickup

(4.32)

The pseudocode of Fig. 4.27 is used for evaluating the sensitivity and active

o disable relays. This step is convenient for coordination since, when a relay

lacks sensitivity, it will be an algorithmic violation that cannot be avoided,

thus increasing the execution time of the optimization algorithm.

1 2 3

80%

PrimaryBackup

100%

Fig. 4.26 Sensitivity analysis for minimum fault currents that occur at the far end of its
protected line.

Fig. 4.27 Pseudocode of sensitivity.
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4.5 Formation of optimization constraints
The coordination of DOCRs in large interconnected systems is a highly

constrained optimization problem that has been solved using various tech-

niques. The restrictions limit the decision variables on its cost function mak-

ing it even more complex to solve using conventional methods. The

coordination viewed as an optimization problem requires the satisfaction

of both hard and soft constraints on the formulation of its population and

the objective function. The hard constraints are given for ranges on which

its decision variables should operate while the soft constraints aid with

assisting in the final decision to choose the best individual of a population.

Equality constraints. They are the expressions of the time curves of each

relay shown in Table 4.6. The degrees of freedom of the curve will allow

you to adjust to the coordination requirement by being incorporated into

the on-line coordination algorithm; the parameters of the curve will be

the output results.

In Fig. 4.28, the pseudocode for the equality restrictions is shown, the

parameters that shape the nonconventional time curves are evaluated, as well

as the formulation for the calculation of the operation times. There will be an

equality equation for N active relays (ζ(x)N); each variable parameter of

Eq. (4.13) will be bounded, generating corresponding inequality equations.

Fig. 4.28 Pseudocode of equality for time curve and Ipickup computation.
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This could represent a computational increase but is offset by the increase in

the feasibility of finding the solution. The correct operation of the relay is

ensured by normally setting its pickup current greater than the maximum

possible load current (Iload) and below the minimum fault current that can

be seen on the protected line by using a plug setting multiplier (PSM) as

shown in Eq. (4.33).

I pickup ¼ I load∗PSM
� 	N

(4.33)

Inequality constraints. The PSM or μ5 range should ensure that the relay dis-

criminates between normal and abnormal conditions. The TDS or μ4 is the
multiplier setting used to increase or decrease the relay operation time; the

range must be selected for obtaining the operation time relay adequate for

protection proposes. The upper range is defined as 3 or 2 commonly; the

lower range has had different values, ranging from 0.5 in the first jobs, to

0.1 and even 0.01. It is important to note that very small dials may result

in very short operating times that can affect safety, triggering maneuvering

operations or transients in the electrical network. The coefficients μ1�3 must

be limited within ranges of the curve standards to maintain the shape of the

time inverse overcurrent relays. The time constraints for each interval result

in three inequality equations for each relay. This represents an algorithmic

advantage since the evaluation of the restriction is for each relay (4.10–4.12).
In Fig. 4.29, the pseudocode for the inequality restrictions is shown. For

comparison proposes, conventional coordination methods result in ϑ
inequality restrictions for each CP. For example, the 14 IEEE test system

has 50 pairs and 40 relays, and the 30 IEEE test system has 120 pairs and

82 relays.

tb � tp � CTI
� �

ϑ
(4.34)

The dependence of the times between each coordination pair results in a

dependence between all relays. Modifying the setting of one relay will result

in a domino effect affecting all relays. Instead, this is not the case for the

interval method, because each relay has independent restrictions from other

relays.

4.6 Optimization algorithms
The Differential Evolution algorithm operates through similar computa-

tional steps as employed by a standard evolutionary algorithm (EA). How-

ever, unlike traditional evolutionary algorithms, the Differential Evolution
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algorithm perturbs the current generation population members with the

scaled differences of randomly selected and distinct population members.

Therefore, no separate probability distribution must be used to generate

the offspring. This characteristic means that the algorithm has fewer math-

ematical operations, and hence a shorter execution time than other

algorithms.

In the Differential Evolution community, the individual trial solutions

(which constitute the population) are called parameter vectors or genomes.

Each parameter vector contains possible solution information. Crossover is a

recombination (or reproduction). Sons or new individuals are formed by the

recombination of the genes of certain parameter vectors called parents or

target vectors. The newly formed individuals (sons) are called trial vectors.

Mutation is a sudden change or perturbation with a random element. A

mutant or donor vector is formed for each target vector. Selection is the pro-

cess that keeps the population size constant over the subsequent generations

by determining whether the target or trial vector survives to the next gen-

eration. Search space is the space of all feasible solutions. Each point in the

search space represents a feasible solution and each feasible solution can be

Fig. 4.29 Pseudocode of inequality.
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marked by its fitness value for the problem. This feasible solution is then a

maximum or a minimum.

The algorithm starts with many sets of solutions; together, all of the

parameter vectors form a population. Solutions are taken from a population

and used to form a new one. By employing the selection process, you guar-

antee that the population will improve (relative to the minimization of the

objective function) or remain the same in fitness, but never deteriorate. In

Fig. 4.30, the pseudocode used for the implementation of this algorithm is

presented.

4.7 On-line implementation diagram
The optimization algorithm that will be selected for on-line execution must

show the robustness necessary for protection systems. To carry out the pro-

posed coordination and the correct operation of the protections in the pre-

established times, the adjustment update system must be implemented in a

centralized mode with continuous real-time measurement processing and

monitoring of the system topology. The time update before any topological

change must be almost in real time, and the update by variation of the

demand can be carried out in intervals of no more than 15min, similar to

the times used for the calculation of the demand. The latency of communi-

cation available in the electricity grid must be considered. The Ipickup is

updated with the measured load current within the time interval considered,

and the Iscwill be modified in case of a topological change or the connection

of generation sources.

Fig. 4.30 Pseudocode Differential Evolution (DE).
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In conventional coordination, the topological change of the power grid or

the change of the load/fault current forces all coordination to be updated due

to the functional dependence between relays. This adjustment update includes

all relays, even though it is possible that many of them do not appreciate any

variation in magnitudes. On the other hand, in the proposed method, the

adjustment update will be only in the relays involved. Those who do not have

an appreciable change in the currents will not have to be adjusted, reducing

computing and communication times. In Fig. 4.31, the implementation of the

proposed method is shown as a functional diagram. The update of the relay

settings must be carried out in a stable state, so no change or update is

Measurement (PMU)
Breaker position 52a

Dynamic Topology detector

Nodal matrix construction

Sensitivity filter

Equality and inequality restrictions

construction

Optimization algorithm

Objective function evaluation for

fitness

Relay setting

solution

Chromosome construction
Population number
Generations number

�  Fault current analysis
�  Power line flow compute with PMU

�  Power flow analysis only for contingence n-1

Ynodal, Znodal

Vm e
j (w t+�),

�

�

Im e
j (wt+∂)

Fig. 4.31 Implementation of the proposed method of coordination through DE.

131Protective relay resiliency in an electric power transmission system



recommended during a fault condition tomaintain the safety of the protection

scheme. The use of units of measurement, for example μPMU, is rec-

ommended and can greatly reduce the amount of calculation. A sensitivity

analysis is performed to eliminate relays that do not have the ability to detect

minimal faults that occur at the remote line-end. The sensitivity filter to over-

come for each relay is analyzed using Eq. (4.3).

5. Improve the resilience of the protection
scheme in electrical systems

A more resilient protection scheme has a greater capacity to withstand

disruptive events, reduce impacts, and accelerate recovery. In this work, sev-

eral factors that integrate and complement the protection system for current

energy networks are addressed. The results and simulations with the proposed

time interval coordination method are presented below, as well as the analysis

of various factors that influence the performance of the protection scheme.

5.1 IEEE 14 bus with DG penetration applying the proposed
interval coordination method

At this point, the evaluation of the interval coordinationmethod in the IEEE

14 bus system is carried out, for this case the penetration of DG sources is

taken into account, as well as their contribution to the Isc seen by the relays.

The comparison is with Case 2 of Section 2.3, where conventional coordi-

nation was used. In Table 4.9, the results are displayed; it is clear how the

proposed method guarantees the operation of the relays within the

established time interval.

The influence of the DG and its contribution to the fault current do not

prevent the algorithm for finding the necessary adjustments to guarantee

good operating times. Fig. 4.32 shows the graphical time results.

5.2 Evaluation of the proposed method with the MG operating
connected to the utility

Evaluation of the MG in association with the utility presented in case 3 of

Section 2.3 is achieved using the proposed interval method. Table 4.10

shows the results obtained; it can be seen that the program obtains a time

curve that complies with all intervals in all relays. If the backup times tp
in Table 4.4 and the times of the relays in the Bus end are compared, a sig-

nificant reduction in operating times results. In Fig. 4.33, the relay times in

each interval are shown.
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5.3 Evaluation of the proposed method with the MG operating
in island mode

The islanding condition of MG results in emergency conditions or normal

operating conditions, with high dynamic conditions for RES and for loads.

The coordination performance is harshly evaluated because the relay setting

Table 4.9 Results obtained with proposed interval method for the 14-bus IEEE system
with DG penetration.

No. Relay

Primary
time
(Close-in)

Backup time

No. Relay

Primary
time
(Close-in)

Backup time

Bus-end
Remote
line-end Bus-end

Remote
line-end

1 23 0.113 0.402 0.700 13 1314 0.170 0.401 0.777

2 24 0.102 0.485 0.700 14 52 0.150 0.476 0.714

3 25 0.104 0.491 0.754 15 43 0.167 0.447 0.727

4 34 0.141 0.440 0.718 16 54 0.186 0.400 0.738

5 45 0.170 0.400 0.714 17 116 0.188 0.400 0.776

6 611 0.186 0.401 0.736 18 126 0.130 0.420 0.785

7 612 0.186 0.401 0.746 19 52 0.150 0.476 0.714

8 613 0.187 0.400 0.719 20 109 0.171 0.403 0.731

9 910 0.161 0.406 0.779 21 149 0.185 0.413 0.75

10 914 0.186 0.420 0.726 22 1110 0.182 0.456 0.712

11 1011 0.162 0.401 0.785 23 1312 0.128 0.442 0.715

12 1213 0.168 0.404 0.700 24 1413 0.193 0.403 0.794

Number of Violations (NV) 0

Computation Time (s) 39.57
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Fig. 4.32 Comparison between conventional (A) and proposed coordination method
(B) with DG connection in IEEE 14 bus.
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Table 4.10 Results obtained with proposed interval method for the microgrid
connected to the system.

No. Relay
Primary time

Backup time

(Close-in) Bus-end Remote line-end

1 23 0.183 0.407 0.782

2 24 0.162 0.424 0.728

3 36 0.186 0.423 0.770

4 46 0.102 0.466 0.702

5 56 0.169 0.406 0.748

6 32 0.184 0.401 0.778

7 42 0.165 0.401 0.705

8 63 0.178 0.402 0.705

9 64 0.122 0.403 0.794

10 65 0.197 0.401 0.730

Number of Violations (NV) 0

Computation Time (s) 19.21
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Fig. 4.33 Relay operating times for MG system connected to the system.
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is subject to various dynamic conditions. Sensitivity is mainly compromised

by low fault current values, expecting a high number of relays that do not

meet the sensitivity criteria.

In Section 2.3, this condition was evaluated with conventional methods.

The results were presented in Table 4.5. Although no violations were

reported, the relay operating times were higher than for the interval pro-

posed method presented in Table 4.11. In Fig. 4.34, the difference in the

operation times of each relay is observed.

Table 4.11 Results obtained with proposed interval method for the microgrid
operating in island mode.

No. Relay
Primary time

Backup time

(Close-in) Bus-end Remote line-end

1 23 0.177 0.417 0.763

2 24 0.138 0.497 0.730

3 36 0.194 0.458 0.718

4 46 0.107 0.404 0.767

5 51 0.100 0.402 0.773

6 32 0.170 0.417 0.723

7 42 0.192 0.406 0.701

8 63 0.186 0.406 0.749

9 64 0.115 0.487 0.742

10 65 0.120 0.401 0.725

Number of Violations (NV) 0

Computation Time (s) 15.21
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Fig. 4.34 Relay time operation comparison between coordination methods:
(A) Conventional method, (B) Interval method.

135Protective relay resiliency in an electric power transmission system



5.4 Contingency analysis on the 14 IEEE bus
The evaluation of the response of the coordination method to contingencies

that are subject to operational or topological changes is important to deter-

mine the robustness of the relay coordination. The purpose is to understand

the variation in the number of violated relays and the increase in the oper-

ation times of relays in the face of dynamic changes in the electrical network.

With this, we will be able to know the resilience that the protection

scheme presents.

In this case, outline 23 and generator G-2 are carried out like contingen-

cies; the relay coordination changes due to the fault current variations and

load current. The variation in Isc seen by each of the relays under these con-

ditions is evaluated in Fig. 4.35. As can be seen, there is a decrease in the Isc
seen by the relays, whichmay be higher or lower in some cases depending on

the network topology.

Table 4.12 shows the results obtained by applying the conventional

coordination method in the event of contingencies; as can be seen, there

are six violations or losses of coordination, in addition to certain cases where

coordination between the primary element and the backup element is

0
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Fig. 4.35 Fault current seen by the relays during normal operating conditions and con-
tingencies (outline 23 and G-2).
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achieved. The resulting times are high and unproductive for protection pur-

poses, as they can negatively influence the operation and stability of the

network.

When applying the algorithm of coordination by intervals for the con-

tingency scenario, adjustments are obtained that guarantee the operation of

the relays in the established time interval (see Table 4.13). As can be seen,

there is a decrease in the times of operation for faults in the primary and

backup zone, by including a limitation in the operating time for faults at

the remote end. The backups function is available, and the protection

scheme times are within each specified interval, which positively influences

the operation of the network.

5.5 Minimum demand scenario and sensitivity evaluation
in the IEEE 14 bus system

With the settings defined in the normal operating state, the operating times

are recalculated in a minimum demand scenario. For this, a decrease in ILoad
between 30% and 50% is considered; the sensitivity of the backup elements

to this condition is also evaluated. In Fig. 4.36A, the sensitivity of the backup

Table 4.12 Results obtained with the conventional method for the IEEE system of 14
buses in contingencies (outline 23 and G-2).

Relay

tp tb CTI_c

Relay

tp tb CTI_cPrimary Backup Primary Backup

24 12 0.322 0.672 0.351 52 54 0.519 0.687 0.168

25 12 0.361 0.671 0.310 52 15 0.519 0.855 0.337

45 24 0.444 0.771 0.327 54 45 0.381 0.835 0.455

612 116 0.454 0.961 0.507 54 15 0.381 0.693 0.312

613 116 0.560 0.878 0.318 116 25 0.433 0.753 0.319

613 126 0.560 0.862 0.302 126 1011 0.166 0.917 0.751

910 149 0.411 0.726 0.315 136 1312 0.178 0.482 0.304

914 109 0.124 0.535 0.411 136 1213 0.178 0.634 0.456

1011 910 0.675 0.440 �0.235 109 1413 0.384 0.157 �0.227

1213 612 0.151 0.506 0.355 149 1110 0.383 0.188 �0.195

1314 613 0.549 0.862 0.313 1110 1314 0.139 0.540 0.400

1314 1213 0.549 0.164 �0.385 1312 611 0.465 0.828 0.363

21 52 2.991 3.295 0.304 1312 613 0.465 0.770 0.305

51 25 0.473 0.783 0.310 1413 1413 0.448 0.145 �0.304

42 45 0.189 0.523 0.334

Number of Violations (NV) 6

Computation Time (s) DE: 37.21
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Table 4.13 Results obtained with the intervals propose method for the IEEE system of
14 buses in contingencies (outline 23 and G-2).

No. Relay

Primary
time
(Close-in)

Backup time

No. Relay

Primary
time
(Close-in)

Backup time

Bus-end
Remote
line-end Bus-end

Remote
line-end

1 24 0.128 0.499 0.700 11 52 0.112 0.464 0.717

2 25 0.170 0.404 0.781 12 54 0.149 0.415 0.703

3 45 0.188 0.401 0.719 13 116 0.160 0.406 0.731

4 612 0.199 0.400 0.712 14 126 0.135 0.409 0.738

5 613 0.190 0.402 0.741 15 109 0.157 0.403 0.701

6 910 0.191 0.400 0.793 16 149 0.157 0.428 0.706

7 914 0.195 0.404 0.713 17 1110 0.179 0.400 0.748

8 1011 0.173 0.403 0.773 18 1312 0.195 0.459 0.701

9 1213 0.178 0.414 0.700 19 1413 0.184 0.456 0.704

10 1314 0.190 0.444 0.703

Number of Violations (NV) 0

Computation Time (s) 33.05

Fig. 4.36 Sensitivity of the backup relays: (A) Normal operation, (B) minimum demand.



relays that make up each of the coordination pairs of the IEEE 14 bus system

under normal operation is shown; for this case, 13 relays do not meet the

condition (>1.5), which satisfies a complete backup against faults at the

remote end of the line.

The variation in the sensitivity of these elements is shown in the face of

the minimum demand condition in the same IEEE bus 14 system; it can be

seen that the same relays are maintained as in the previous conditions and

others are added, reaching 16 cases that do not meet the sensitivity condi-

tions (Fig. 4.36B). Table 4.14 includes a comparison of the primary and

backup operating times for the normal and minimum demand operating

conditions, as well as the coordination time intervals for each condition.

Table E of the Appendix shows the values of the parameters and settings used

for this analysis.

Table 4.15 shows the results of the analysis in minimum demand for the

IEEE bus 14 system; in this case, the method is evaluated by intervals, the

variation suffered by the operation times, and the coordination time interval

for this scenario.

5.6 Weak source contribution
Under certain operating conditions, the contribution of sources may be

limited, either by the type of source or the high impedance of the inter-

connection. This low contribution may not be detected by the relays los-

ing sensitivity, maintaining a fault contribution that can cause sustained

low voltages, and the blocking of fault line restoration actions, preventing

it from reclosing. The impact of relay coordination due to low-current

contribution of weak sources is evaluated. This operating condition is

shown in Fig. 4.37, where the comparison of operating times between a

relay (R2) with a conventional curve and another with a nonconventional

curve is presented. The main benefit is in the operating times and the

increase in sensitivity for the detection of the fault condition. In

Fig. 4.37B, the coordination graphs are shown with the time curves used

and the times obtained. The implementation of dynamic load currents and

in conjunction with nonconventional time curves allows the resilience of

the relay to be significantly improved.
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Table 4.14 Scenario of minimum demand for the 14-bus IEEE system,
conventional method.

No.
Primary
R

Backup
R

tp
(100%)

tp
(50%)

tb
(100%)

tb
(50%)

CTI
(100%)

CTI
(50%)

1 23 12 0.178 0.165 0.660 0.428 0.482 0.264

2 24 12 0.248 0.237 0.658 0.428 0.411 0.191

3 25 12 0.339 0.329 0.657 0.428 0.317 0.099

4 34 23 0.321 0.260 0.622 0.274 0.301 0.014

5 45 24 0.333 0.228 0.641 0.336 0.308 0.107

6 45 34 0.333 0.228 0.643 0.338 0.310 0.109

7 612 116 0.663 0.644 0.971 0.478 0.309 �0.166

8 613 116 0.548 0.476 0.887 0.458 0.339 �0.018

9 613 126 0.548 0.476 0.869 0.298 0.320 �0.178

10 910 149 0.519 0.512 0.885 0.490 0.366 �0.023

11 914 109 0.172 0.167 0.607 0.443 0.435 0.276

12 1011 910 0.226 0.214 0.630 0.540 0.404 0.326

13 1213 612 0.439 0.434 0.745 0.665 0.306 0.231

14 1314 613 0.215 0.201 0.785 0.534 0.570 0.333

15 1314 1213 0.215 0.201 0.472 0.442 0.257 0.242

16 21 52 1.122 0.448 1.444 0.452 0.323 0.004

17 51 25 0.405 0.257 0.811 0.445 0.406 0.189

18 51 45 0.405 0.257 0.708 0.317 0.303 0.060

19 32 43 1.989 0.800 0.343 0.265 �1.645 �0.536

20 42 34 0.227 0.176 0.605 0.328 0.378 0.152

21 42 54 0.227 0.176 0.533 0.326 0.306 0.150

22 52 15 0.201 0.176 0.673 0.303 0.472 0.127

23 52 45 0.201 0.176 0.546 0.279 0.345 0.103

24 43 24 0.254 0.243 0.697 0.349 0.443 0.106

25 43 54 0.254 0.243 0.567 0.334 0.313 0.091

26 54 15 0.361 0.283 0.676 0.304 0.315 0.020

27 54 25 0.361 0.283 0.679 0.414 0.318 0.130

28 116 1011 0.439 0.345 0.297 0.232 �0.143 �0.113

29 126 1312 0.156 0.133 0.491 0.462 0.335 0.329

30 136 1213 0.147 0.098 0.453 0.438 0.306 0.340

31 136 1413 0.147 0.098 0.650 0.461 0.503 0.362

32 109 1110 0.436 0.401 0.195 0.122 �0.241 �0.279

33 149 1314 0.498 0.396 0.270 0.215 �0.227 �0.181

34 1110 611 0.114 0.102 0.657 0.533 0.543 0.431

35 1312 613 0.454 0.452 0.756 0.527 0.301 0.074

36 1312 1413 0.454 0.452 0.778 0.492 0.323 0.040

37 1413 914 0.461 0.413 0.196 0.173 �0.265 �0.240
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Table 4.15 Scenario of minimum demand for the 14-bus IEEE system, intervals method.
No. Relay Ta (100%) Tb (100%) Ta (50%) Tb (50%) CTI (100%) CTI (50%)

1 23 0.155 0.423 0.140 0.225 0.268 0.085

2 24 0.114 0.495 0.103 0.196 0.381 0.093

3 25 0.134 0.403 0.095 0.234 0.269 0.139

4 34 0.103 0.415 0.076 0.163 0.312 0.087

5 45 0.170 0.407 0.097 0.160 0.237 0.063

6 612 0.191 0.400 0.105 0.197 0.209 0.092

7 613 0.189 0.400 0.094 0.172 0.211 0.078

8 910 0.143 0.400 0.097 0.221 0.257 0.124

9 914 0.194 0.411 0.117 0.207 0.217 0.089

10 1011 0.184 0.401 0.108 0.213 0.217 0.105

11 1213 0.194 0.423 0.137 0.223 0.229 0.086

12 1314 0.196 0.443 0.117 0.195 0.247 0.078

13 52 0.161 0.402 0.116 0.229 0.241 0.114

14 43 0.153 0.463 0.093 0.198 0.310 0.104

15 54 0.192 0.408 0.083 0.143 0.216 0.061

16 116 0.138 0.439 0.062 0.147 0.301 0.085

17 126 0.103 0.403 0.071 0.194 0.300 0.123

18 109 0.176 0.400 0.094 0.190 0.224 0.096

19 149 0.191 0.448 0.121 0.186 0.257 0.065

20 1110 0.126 0.402 0.069 0.159 0.276 0.090

21 1312 0.125 0.401 0.090 0.206 0.276 0.116

22 1413 0.175 0.492 0.107 0.211 0.317 0.103
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6. Conclusion

Active low-voltage networks represent a challenge for protection sys-

tems, the high topological dynamics and the presence of RAS compromise

sensitivity, coordination, and relay operating times. Traditional protection

schemes hardly meet the requirements for safety and speed in their opera-

tion. On-line protection adjustment schemes supported with real-timemea-

surements through micro phasers and with low latency communication

channels support allows the implementation of adaptive schemes where pro-

tection settings are determined based on the current operating conditions of

the power grid. Due to the complexity of the coordination of DOCRs and

to satisfy the different operating scenarios, the implementation of

nonstandardized curves and new coordination methods that do not have

functional dependence between the overcurrent relays presents adequate

characteristics for the protection of electrical systems, favoring the resilience

of power grids subject to highly diverse operating conditions.

Appendix

Power system data

Table A Power flow and fault currents for 14-bus IEEE system in normal operation.
Relay Isc ILoad

Primary Backup Primary Backup Primary Backup

23 12 8103 5688 292 620

24 12 8035 5698 225 620

25 12 7953 5711 169 620

34 23 1640 1647 104 292

45 24 2667 1543 250 225

45 34 2667 784 250 104

612 116 6481 1336 136 196

613 116 6356 1425 327 196

613 126 6356 592 327 136

910 149 6297 1118 82 144

914 109 6581 1092 144 82

1011 910 4723 1723 140 82

1213 612 3124 3124 38 136

1314 613 4325 3452 134 327

1314 1213 4325 1283 134 38

21 52 2656 984 620 169
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51 25 2876 1377 302 169

51 45 2876 1420 302 250

32 43 1410 1425 292 104

42 34 3148 784 225 104

42 54 3148 2242 225 250

52 15 3490 1702 169 302

52 45 3490 1700 169 250

43 24 3686 1451 104 225

43 54 3686 2116 104 250

54 15 3619 1698 250 302

54 25 3619 1605 250 169

116 1011 2987 1987 196 140

126 1312 2730 1230 136 38

136 1213 3330 1283 327 38

136 1413 3330 1556 327 134

109 1110 2345 1345 82 140

149 1314 2173 2173 144 134

1110 611 3306 3306 140 196

1312 613 4880 3609 38 327

1312 1413 4880 1274 38 134

1413 914 3061 3061 134 144

Table B Power flow and fault currents for 14-bus IEEE system with DG penetration.
Relay Isc ILoad

Primary Backup Primary Backup Primary Backup

23 12 8669 5716 292 620

24 12 8507 5729 225 620

25 12 8393 5744 169 620

34 23 1662 1669 104 292

45 24 3104 1580 250 225

45 34 3104 765 250 104

611 126 8501 759 196 136

611 136 8501 2965 196 327

612 116 10,715 2898 136 196

612 136 10,715 3276 136 327

613 116 9303 3018 327 196

613 126 9303 1737 327 136

910 149 8123 2630 82 144

914 109 8185 2802 144 82

1011 910 5676 1976 140 82

1213 612 3843 3843 38 136

1314 613 7816 4065 134 327

1314 1213 7816 1040 134 38
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21 52 3236 846 620 169

51 25 3818 1401 302 169

51 45 3818 1798 302 250

32 43 1522 1538 292 104

42 34 4001 794 225 104

42 54 4001 2587 225 250

52 15 4406 1705 169 302

52 45 4406 2076 169 250

43 24 4553 1469 104 225

43 54 4553 2463 104 250

54 15 4138 1705 250 302

54 25 4138 1675 250 169

116 1011 6043 3316 196 140

126 1312 3688 3688 136 38

136 1213 7088 2033 327 38

136 1413 7088 2407 327 134

109 1110 3687 3687 82 140

149 1314 5496 2794 144 134

1110 611 6748 4030 140 196

1312 613 9323 4378 38 327

1312 1413 9323 2222 38 134

1413 914 6056 3343 134 144

Table C Power flow and fault currents for MG system connected to the utility.
Relay Isc ILoad

Primary Backup Primary Backup Primary Backup

23 42 5504.49 3216 878 729

24 32 5316.16 3069 729 878

36 23 5230.72 2981 599 878

46 14 6166.69 3536 681 1185

46 24 6166.69 2810 681 729

56 15 5983.62 3778 839 1024

41 24 5646.76 2526 1185 729

41 64 5646.76 3247 1185 681

51 65 5839.97 3553 1024 839

61 36 7216.93 2332 1706 599

61 46 7216.93 2314 1706 681

61 56 7216.93 2732 1706 839

32 63 5828.59 3540 878 599

42 14 5847.79 3003 729 1185

42 64 5847.79 3031 729 681

63 46 6994.82 2396 599 681

63 56 6994.82 2302 599 839
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64 36 7674.6 2628 681 599

64 56 7674.6 2450 681 839

65 36 7194.92 2297 839 599

65 46 7194.92 2116 839 681

Table D Power flow and fault currents for MG system operating in island mode.
Relay Isc ILoad

Primary Backup Primary Backup Primary Backup

16 51 4098 2158 1706 1024

23 42 4496 2168 878 729

24 32 4852 2558 729 878

36 23 4798 2503 599 878

46 24 4274 2529 681 729

41 24 4462 2323 1185 729

41 64 4462 2239 1185 681

51 65 4701 2371 1024 839

61 36 5139 2141 1706 599

61 56 5139 1738 1706 839

32 63 4723 2395 878 599

42 64 3439 2165 729 681

63 46 3981 1659 599 681

63 56 3981 1554 599 839

64 36 4977 2347 681 599

64 56 4977 1661 681 839

65 36 4714 2146 839 599
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Table E ILoad and sensitivity for the 14 IEEE bus in normal operation and minimum demand scenarios.

No. Backup relay

Normal operation Min demand

No. Backup relay

Normal operation Min demand

ILoad Sensitivity ILoad Sensitivity ILoad Sensitivity ILoad Sensitivity

1 51 302 0.24 152 0.18 26 1213 38 9.09 19 10.74

2 21 620 0.07 337 0.05 27 32 292 0.35 149 0.32

3 42 225 0.37 115 0.31 28 42 225 0.95 115 0.87

4 52 169 0.61 85 0.51 29 52 169 1.73 85 1.58

5 12 620 1.58 337 1.34 30 25 169 2.80 85 2.93

6 32 292 0.19 149 0.16 31 45 250 1.95 126 2.02

7 52 169 0.76 85 0.65 32 43 104 5.96 52 6.11

8 12 620 1.70 337 1.45 33 34 104 2.69 52 2.84

9 32 292 0.19 149 0.16 34 54 250 3.14 126 3.17

10 42 225 0.51 115 0.43 35 15 302 1.85 152 1.84

11 12 620 1.74 337 1.47 36 45 250 2.37 126 2.46

12 23 292 2.48 149 2.55 37 24 225 2.21 115 2.31

13 24 225 3.74 115 3.92 38 54 250 2.79 126 2.79

14 34 104 3.88 52 4.11 39 15 302 2.77 152 2.79

15 126 136 0.79 69 0.67 40 25 169 5.02 85 5.26

16 136 327 1.28 164 1.09 41 1011 140 10.45 70 11.97

17 116 196 2.63 100 2.41 42 1312 38 33.96 19 37.02

18 136 327 0.98 164 0.91 43 1213 38 23.95 19 26.93

19 116 196 3.42 100 3.23 44 1413 134 5.94 68 6.53

20 126 136 2.05 69 1.95 45 1110 140 9.19 70 10.57

21 149 144 3.96 72 3.63 46 1314 134 7.90 68 8.68

22 109 82 6.82 41 6.00 47 611 196 8.21 100 9.67

23 910 82 26.24 41 32.23 48 613 327 4.70 164 5.67

24 612 136 10.79 69 12.15 49 1413 134 4.04 68 4.28

25 613 327 4.14 164 4.89 50 914 144 9.20 72 10.26
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1. Introduction

Utilization of the best-in-class innovations in the field of communi-

cation and computing technology has developed most industries or sectors

as more brilliant in terms of effectiveness, usefulness, and nature of admin-

istration, and so forth. Nonetheless, the electrical power system (EPS) (or the

electric utility grid) has generally stayed nonmodernized when contrasted

with other sectors. The reasons can be credited to the way that the grids have

been designed and developed over the years. They have been built basically

as a rigid mechanical system with sans thoughtfulness regarding the conceiv-

able future need of repair or innovative redesigning. With thriving interest

for power, there has been a huge expansion of grid infrastructure andmanual

control of it has been progressively troublesome and testing (Fadlullah &

Kato, 2015). A certain degree of automation in monitoring and controlling

has got introduced over the last couple of decades. In any case, it scarcely

meets the new age requirements in terms of grid performance based on

its reliability, stability, and resiliency, on the backdrop of radically changing

grid topology and dynamics.

Although the traditional EPS stays burdened with the aforementioned

mentioned insufficiencies, fast exhausting renewable energy sources (RES)

and resulting advances in viable technological solution in identification

and implementation of renewable power generation have brought about

additional challenges. These RESs, which are connected to the EPS at

Electric Power Systems Resiliency Copyright © 2022 Elsevier Inc.
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low voltage, distribution level, turn the grid topology from a rigid central-

ized system to a distributed generation system. Unlike the centralized sys-

tem, the power flow in the distributed generation system is bidirectional,

resulting in serious protection issues such as relay miscoordination. Then,

again, the accessibility of RESs likewise has given a fillip to the idea of

microgrid technology, which by being able to cater to the local load

demand helps increasing the system stability. Microgrids, being one of

the key smart-grid enabler, are going to have increased presence in the

modern EPS. Implementation of microgrid technology has its share of

issues and challenges, a detailed account of which is presented in

Patnaik et al. (2020). The path of modernization of the existing EPS

toward a smart grid is very daunting, though the expected benefit far out-

weighs it. In a smart grid, the operation and control activities rely primarily

on a robust and efficient communication network, which is so essential for

gathering of useful information from inbuilt sensors with various system

components located at different places. The enormous data thus collected

is to be preprocessed before being inputted to intelligent computational

algorithms which should be able to provide appropriate and accurate deci-

sions in the fastest possible time. In fact, we are looking forward to an EPS

which is heavily reliant on intelligent computational techniques working

in tandem with fast-acting communication networks serving as an all-

important support system. So, to say precisely, the present-day EPS is

evolving as a cyber-physical systems (CPS). A strongly interlinked cyber

technologies with physical power infrastructure is referred to as CPS in

smart grid scenario.

NIST Cyber-Physical Systems website defines CPS as (NIST, n.d.):

Cyber-Physical Systems (CPS) comprise interacting digital, analog, physical, and
human components engineered for function through integrated physics and logic.

A more generalized definition is given in Rajkumar et al. (2010) as:

CPS can be characterized as physical and engineered systems whose operations
are monitored, controlled, coordinated, and integrated by a computing and
communicating core.

The CPS enables the smart grid to deliver the expected functional features of

it, such as (Alazab et al., 2020):

Savings of investment in capacity enhancement through effectual power

management.

Enhanced system reliability and stability through adaptive and self-

healing protection mechanisms.
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System stability increase through meeting the local load demand by facil-

itating plug-in of DGs.

Ensuring distribution flexibility for effective load management.

Facilitating short-term and long-term power demand prediction.

Facilitating pollution-free environment through renewable energy

sources.

Reduction in cost of price of power.

The above-mentioned requirements of a smart grid that ensures the stability

of the network can be realized by adopting intelligent computing algorithms

that makes for the mainstay of the cyber technology in a CPS. Applications

of these intelligent computational algorithms, such as advanced optimization

techniques, expert system, fuzzy logic, neural network, and deep neural net-

work, are used to design schemes that are meant for control, management,

protection, power trading, pre- and postdisaster management of the EPS to

achieve increased power system resiliency, reliability, and robustness that

help adding to the stability of the smart grid.

In this work, an optimized extreme leaning machine (ELM) is suggested

to predict the stability of the industrial smart grid (SG). The performance of

the proposed model is then compared with other contemporary machine

learning (ML) models.

The steps involved in this work can be presented as follows:

1. Initially, the SG data is retrieved from the UCI-ML repository

(Arzamasov et al., 2018) and processed through a preprocessing step such

as normalization and label encoding.

2. A novel GA-based optimized extreme learning machine (ELM) is pro-

posed for training and testing of the data.

3. This extracted SG dataset is than processed through the proposed opti-

mized ELM model for training and testing purpose.

4. The performance of the proposed ML model is then compared with

other contemporary ML and DL approaches using few key indexes, such

as accuracy, precision, recall, and F-score.

2. Literature survey

A smart grid vastly relies on the accumulation of a huge amount of data

procured from numerous sensors placed at different strategic locations of the

EPS, fast and robust internet-based communication channels, and of course

a fast-acting intelligent computation algorithm. It is imperative that handling

and managing such huge data, protecting the communication channel from
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cyber infringements, and engaging a fast-acting computational technique for

accurate prediction of the set objective is of utmost importance for the real-

ization of a smart grid. Smart grid deployment thus involves huge complex-

ity. The availability of advanced intelligent systems, with techniques such as

ML, DL, reinforcement learning (RL), and deep reinforcement learning

(DRL), SG realization is becoming feasible (D. Zhang et al., 2018).

In this aspect, Zerdoumi et al. (2018) illustrates the use of big data analysis

along with intelligent computational models in resolving the issue of bulk

data processing in a SG. Different possible applications of big data in SG con-

text have been listed out in Ghorbanian et al. (2019). Covert data integrity

assault (CDIA) poses a serious threat to the reliability and safety of smart grid

functionalities, as they have the potential to infringe the traditional bad-data

detectors used SG control points. For identification of intrusion by CDIAs,

Ahmed et al. (2019) have presented an unsupervised machine learning-based

algorithm working on unlabeled dataset, popularly known as “isolation for-

est.” The generic security system for protection against CDIAs is usually a

three-level construct. The three levels are in chronological order and are

known as “Protection,” “Intrusion Detection System (IDSs),” and “Allevi-

ation.” The first level uses communication shields and data safeguarding

measures and majority of CDIAs get screened at this level. In case of the first

level getting compromised, IDS which forms the second level detects the

infringement and generates precautionary signals so that appropriate preven-

tive actions can be initiated. There are abundant literatures on ML-based

IDSs proposed in recent times (Ahmed et al., 2018a, 2018b; Esmalifalak

et al., 2017; Fadlullah et al., 2011; Ozay et al., 2016; Wang et al., 2017;

Y. Zhang et al., 2011). Fadlullah et al. (2011) and Y. Zhang et al. (2011)

depict application of ML algorithms in recognizing suspicious user activities

in SG communication networks. Ozay et al. (2016) depict the use of several

ML algorithms for CDIA detection in the physical layer of a SG. Esmalifalak

et al. (2017) have applied support vector machine (SVM) classifier in the

above context. Wang et al. (2017) have proposed a ML-based model for

detection of time synchronization assault (TSA). Ahmed et al. (2018b) have

proposed an Euclidean-Distance-based ML model to predict the CDIAs.

Ahmed et al. (2018a) have suggested a genetic algorithm (GA) combined

SVM, for future selection and classification purposes, respectively, to detect

the threats due to CDIAs in the communication channel.

The third level of defense, that is, alleviation, serves as a restoration

mechanism, which restores the system operation after the CPS-assault iden-

tification is confirmed at the SG control point. Many optimization and
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intelligent techniques too are available for implementation in the alleviation

process.

Zone-specific load forecasting is another vital exercise which needs pre-

cision predictive outcomes for stability of a smart grid and many ML tech-

niques are available for such purposes. Analyzing archived data on weather,

load variation pattern, and energy generation in a given specific region, these

ML-based predictive algorithms make accurate forecasting of load demand

for the specified regions (Chu, 2019; Vinayakumar et al., 2019).

Vinayakumar et al. (2019) suggest that the deep neural network (DNN)

model used for generation and load demand forecasting is better than the

contemporary regression model. Zainab et al. (2020) have presented a dis-

tributed processing framework based on big-data for load demand forecast-

ing. Dynamic pattern of energy consumption through household appliances

is also a major deterrent in SG stability. Appropriate energy management

techniques help address this issue. An ICT-based consumption prediction

technique is proposed in Bassamzadeh and Ghanem (2017).

In addition to the above-discussed factors of smart grid instability, cost of

power also plays a vital role in this aspect, requiring appropriate demand-side

management to mitigate the issue to certain extent. In this context, a

decentralized smart grid control model to conduct demand-side manage-

ment is proposed in Wood (2020). The model relies on analysis carried

on electricity price versus grid frequency variation. In addition, the authors

have worked on an optimized data matching machine learning technique

along with a transparent open box learning model to achieve dynamic smart

grid stability.

From these discussions on factors affecting the stability of a smart grid and

different possible intelligent computing-based techniques to mitigate them,

it becomes apparent that there also lies the need to have a prediction model

for smart grid stability itself. In this regard, Moldovan and Salomie (2019)

have suggested a machine learning-based smart grid stability forecasting

scheme. This method engages three types of genetic algorithms for future

selection and four intelligent classifiers which includes the GBM algorithm.

Alazab et al. (2020) have illustrated few DL-based models such as recurrent

neural network (RNN), long short-termmemory (LSTM), and gated recur-

rent unit (GRU) for smart grid stability prediction.

So far from the above brief literature survey, it can be concluded that the

problem of smart grid stability does not have a single all-inclusive scheme of

solution. Also, it can be inferred that smart grid stability prediction, as an area

of research, is mired with scarcity of literature in this regard. In the present
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study, it is envisaged to design a novel GA-based ELM model for smart grid

stability prediction. The proposed approach shows better results compared

to the traditional ML techniques.

3. GA-based extreme learning machine (ELM)

3.1 Basic ELM
A basic ELM is essentially a fully connected single-hidden-layer feed forward

neural network (SLFN) with random number of nodes in the hidden layer

(Fig. 5.1). The input layer takes on randomly assigned weights and biases.

The nonlinear activation function helps make the nonlinear input data lin-

early separable. The weights in the output layer are fixed by a noniterative

linear optimization technique based on generalized-inverse. For a given set

of n distinct training samples (xi, ti), xi and ti are described as:

xi ¼ xi1, xi2,…:xin½ � � Rn

and

ti ¼ ti1, ti2,…:tiL½ � � RL

Fig. 5.1 Structure of basic ELM. (No permission required.)
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where

n¼dimension of input vector

m¼number of hidden layer nodes

L¼number of output classes

The output of kth hidden layer node (with k<m) is given as:

Hik ¼ φ
Xn

i¼1
xikvik + bk

� �
(5.1)

and the kth desired output is given as:

tk ¼
Xn

j¼1
Hjkwj (5.2)

and

H � w ¼ t (5.3)

where

φ(.) is the activation function

H¼ (hi1,h12,….,him) is the input layer weight matrix

b¼ [b1, b2,…, bm] is the bias values of hidden layer neurons and the

desired target output in the training set.

The hidden layer neurons approximate its input samples to be zero. But this

approximation results in weaker generalization by the ELM due to over-

fitting. This necessitates that the number of hidden layer nodes (m), which

are chosen randomly/empirically, needs to be less than the number of input

vector dimensions.

A pseudo-inverse of the matrix H, namely H+, as H is not a full rank

matrix, is determined by using a regularized least square solution as depicted

in Eq. (5.4) below:

H+ ¼ HTH + λIð Þ�1
HT , for L � N

HHT + λIð Þ�1
HT , for L > N

(
(5.4)

where λ is the regularization parameter.

However, for an accurate solution, the square matrix (HTH+λI) needs to
be invertible. And in SLFN as generally m�n, the matrix is mostly singular.

The problem is addressed by Huang et al. (2006) by using SVDmethod. But

gain, SVD suffers from low convergence and sluggish response for large data

(Horata et al., 2013; Tzeng, 2013). In this context, a modified ELM is pro-

posed in Yayık et al. (2019) using Hessenberg decomposition.

Hessenberg Decomposition ELM—HessELM:

The pseudo-inverse of the matrix H is obtained as
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H+ ¼ HHT
� ��1

HT (5.5)

wherein, HHT is decomposed using Hessenberg decomposition.

HHT ¼ QU Q∗ (5.6)

where Q is an Unitary matrix and U being the upper Hessenberg matrix.

Substituting HHT in Eq. (5.5);

H+ ¼ QUQ∗� ��1
HT ¼ Q U�1 Q∗HT (5.7)

When considering singularity conditions, it is reached that jU j 6¼0 and U is

nonsingular, and hence U�1 exists. The process to obtain output weights

w in Eq. (5.3) and the optimum regularization parameter λ in Eq. (5.4)

are enumerated in (Yayık et al., 2019). However, the basic ELM is used

here for designing the proposed method and HessELM will be consider

as a future scope for this work.

3.2 Genetic algorithm
Holland (1992) presents the essential standard of Genetic Algorithm (GA).

GA is outstanding among other known optimization techniques broadly

used to tackle complex problems (Bi, 2010; Mohamed, 2011). The point

by point portrayal of the genuine coded GA is given in this section (refer

Fig. 5.2).

Starting population

The first set of populace is a probable solution set P, which is a set of real

values produced arbitrarily, and is given as:

P ¼ p1, p2,…, psf g
Evaluation

A fitness function should be characterized to assess every chromosome in

the populace, and the same is presented as:

fitness ¼ g Pð Þ
Selection

Once the fitness value is determined, the chromosomes are arranged

based on their respective fitness values, and a widely popular “tournament

selection method” is used for parent selection.

Genetic operators

After the selection process, certain genetic operators, such as “crossover”

and “mutation” are used to build some new chromosomes (offspring) from
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their parents (Zbigniew, 1996). The crossover operation (such as arithmet-

ical crossover) involves exchange of information between two earlier

selected parents. The offspring obtained after crossover operation are then

subjected to mutation operation (such as uniform mutation operation), to

change the genes of the chromosomes. After completion of the three suc-

cessive operations of selection, crossover, and mutation, a new populace

is obtained. The next iteration will begin with this new populace and the

same process is repeated in the new iteration. This way, with every iteration,

the best of the chromosomes of the present or new population gets selected

and compared with the best of the same from the previous populace, ulti-

mately leading to global best chromosome. The iterative process is stopped

either when the results tend to converge or the number of iterations exceeds

the stopping criteria.

3.3 Genetic algorithm-based ELM
The proposed GA methodology is applied to track down the optimal

weights among input and hidden layers as well as bias values. The weights

are bounded by [�1, 1], and the dimension of the populace relies on the

number of input variables put to the ELM. At the beginning, the ELM is

Fig. 5.2 Basic GA implementation process. (No permission required.)
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fed with the populace comprising of a set of random numbers, with classi-

fication accuracy considered as the fitness value for each of the chromo-

somes. The new populace thus generated is subjected to genetic iterations

following the procedure as stated earlier using genetically optimized

weights. After completion of the iterations, the proposed elitist genetic algo-

rithm will result in optimized weights and bias.

4. Results and discussion

4.1 Dataset description
The data for the smart grid as is used in this experimentation has been picked

up from the UCI-ML repository (Ahmed et al., 2018b). The dataset com-

prises of 10,000 samples and 14 features, out of which 12 are primary pre-

dictive features and the rest two are dependent features or variables.

These 12 predictive features help provide information, such as,

• reaction time (tau[x]) of smart-grid participants,

• nominal power (p[x]) consumed (negative)/produced (positive)

• co-efficient of elasticity of price (g[x]).

The dependent features on the other hand are given as:

• (stab): the maximal real part of the characteristic equation root (if +ve,

the system is linearly unstable)

• (stabf): the stability label (class level) of the system (categorical: stable/

unstable).

4.2 Performance evolution matrices
This study has used the following evaluation indices for assessment of the

performance of the proposed model through the obtained classification

results.

Confusion matrix (CM): It reflects the actual values in respect of the

predicted values (or number of samples) corresponding to different class

levels in terms of a correct/true and incorrect/false prediction. As an exam-

ple, Fig. 5.3 is provided as a demonstration of confusion matrix

representation.

Eqs. (5.8)–(5.13) represent the performance indices formulated based on

the above-cited confusion matrix.

Accuracy (A):

A ¼ TS + TU

TS + TU + FS + FU
(5.8)
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Precision (P):

P ¼ TS

TS + FU
(5.9)

Recall (R):

R ¼ TS

TS + FS
(5.10)

Fβ_Score:

F ¼ 1 + β2
� �� R � P

β2 R + Pð Þ (5.11)

F1_Score (F1): The score considers equal weight for both Precision as well

as, and can be calculated by using β value of 1 in Eq. (5.11).

F1 ¼ 2RP

R + P
(5.12)

F2_Score (F1): It is the F1_Score calculated using β¼2, where precision

carries less weight as compared to the recall value.

F2 ¼ 5RP

4 R + Pð Þ (5.13)

4.3 Experimental results
In this section, a detailed performance evaluation of proposed GA-based

ELM is carried out to predict the stability conditions of the smart grid. Ini-

tially, the total collected dataset is divided into two sets with a ratio of 80:20

(Training and Testing). The testing result in terms of CM is portrayed

in Fig. 5.4.

Fig. 5.3 Structure of a confusion matrix (CM). (No permission required.)
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The performance result corresponding to the basic ELM and proposed

GA_ELM are shown in Fig. 5.4A and Fig. 5.4B, respectively. It is clearly

seen that the proposed method outperforms with less error compared with

basic ELM in recognizing the stability of the smart grid. In case of GA-based

ELM, only 18 stable cases are miss-classified compared with 34 cases in basic

ELM. To get a clear picture of performance measure, several performance

indices such as Precision, Recall, Accuracy, and Fβ-Score are calculated and
tabulated in Table 5.1. We can clearly analyze from the table that the pro-

posed GA_ELM model is able to classify the stability of the smart-grid data

with 99.4% accuracy. The other indices such as precision, Recall, F1, F2,

F0.5 scores, and area under the curve (AUC) are noted to be 0.994310,

0.988684, 0.9915, 0.6197, and 0.996086, respectively. It can be clearly seen

from the table that the proposed model outperforms traditional ELM with

respect to all the measuring indices.

The proposed prediction method is a hybrid model where the parame-

ters of the ELM are tuned through GA. Fig. 5.5 displays the graph between

Fitness (Accuracy) and number of generations. It has been seen that the pro-

posed GA_ELM converses within 30 generations.

The performance of the proposed method is compared with few other

contemporary ML techniques (such as decision tree, naı̈ve bias, linear

regression, random forest, and extreme gradient boosting) with similar

dataset and training/testing ratio. The numerical results are presented in

Table 5.1. Here, we can analyze that the performance of the naı̈ve bias

Fig. 5.4 Confusion matrix for (A) traditional ELM, (B) proposed GA-ELM. (No permission
required.)
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and linear regression provide extremely poor accuracy compared with deci-

sion tree, random forest, and extreme gradient boosting. Although the accu-

racy level of the XGBoost and basic ELM based approach has found to be

93.45% and 94.6%, respectively, it is much less than proposed GA_ELM-

based approach (99.4%).

5. Conclusion

In this work, the smart-grid stability is predicted using an intelligent

GA-based ELM approach to ensure the resiliency of the system. Here, 14-

feature-based dataset extracted from UCI-ML repository is used for the val-

idation purpose. The proposed optimized ELM technique provides an

Table 5.1 Performance metrics of prediction models.

Prediction
models

Performance metrics

Precision Recall F1 Score F2 Score ROC-AUC
Accuracy
(%)

DT 0.7488 1.0 0.8871 0.702315 0.61 74.88

NB 0.6485 1.0 0.786775 0.585075 0.5 64.85

LR 0.6485 1.0 0.786775 0.585075 0.5 64.85

RF 0.946227 0.909020 0.927251 0.5795 0.906857 90.75

XGBoost 0.910437 0.995373 0.951012 0.5944 0.907359 93.35

ELM 0.972951 0.942945 0.957713 0.5986 0.947290 94.6

Proposed

model

0.994310 0.988684 0.9915 0.6197 0.996086 99.4

DT, decision tree; LR, linear regression; NB, naı̈ve bias; RF, random forest; XGBoost, extreme gradient
boosting.

Fig. 5.5 Fitness changes in various generations. (No permission required.)
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accuracy of 98%, which is better than basic ELM. The proposed approach is

also compared with several other ML models with respect to the different

performance measures. The comparative result shows that the proposed

approach is better performer to classify the stability and instability of

smart grid.
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Enhancing relay resiliency in an
active distribution network using
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1. Introduction

The energy demand is expanding enormously day by day. To meet

such power demands, use of distributed energy resources (DERs) is the most

feasible solution. This has led to the formation of microgrids (MG), making

present distribution grids active. The micro sources such as photovoltaic,

wind turbine, and fuel cell generate power in an intermittent manner.

Therefore, to maintain the power quality, voltage, and frequency stability,

various semiconductor-based converters are required. These converters are

of AC/AC, DC/AC, AC/DC, or DC/DC type which solely depends on

type of load and source present in MG. These MG can operate either in

standalone mode, where it is self-sufficient to supply all loads or in grid tied

mode where large grid of infinite capacity is also incorporated with MG

(Hatziargyriou, 2014).

Because of the presence of multiple sources and loads, protection of such

grids is a big challenge. The protection system must be designed in such a

way that it can respond to fault in both standalone and grid connected mode.

If the fault is in grid side, required response is to detach the MG within per-

missible time. This is possible with the opening of a circuit breaker guided by

directional overcurrent relay at the point of common coupling (PCC). Sim-

ilarly, if fault presence onMG side is detected, protection system should iso-

late minimum portion of distribution feeders so that, fault is eliminated with

the least load cut off. This may create sub microgrids where proper supply to

each load, especially critical ones, must be assured.
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2. Microgrid protection challenges

The introduction of distributed generation (DG) in a power distribu-

tion network causes it to depart from its radial nature. The power flow

changes from being unidirectional to being bidirectional (Bedekar &

Bhide, 2011). This change is reflected in the values of short circuit fault cur-

rents and in their direction as well (Bedekar et al., 2009). To minimize the

damage during such abnormalities, various protection systems are in place

such as directional overcurrent relays which are economical. The selectivity

and reliability of operation are achieved using proper relay settings to attain

healthy relay coordination. Any MG has to operate with or without main

grid, and in both, mode of operating system dynamics changes. Therefore,

for proper designing of protection scheme, it is necessary to clearly under-

stand some challenges involved, which are discussed in further sections

(Hosseini et al., 2016).

2.1 Variation in short circuit level
The conventional distribution networks are usually supplied by sources of

infinite capacity present at a distant location from the load center. Such grids

are designed to sustain fault current up to defined magnitude. The rating of

switchgear and circuit breakers is chosen based on maximum short circuit

level. When distributed generation (DG) sources are installed near customer

end, the distribution network becomes active. They start supplying the local

loads and are self-capable of meeting the load demand even in the absence of

utility grid. Therefore, both grid and DG sources collaborate with each

other to supply required demand. In such case, if a fault occurs, both grid

and DG will feed the fault current. This might increase or decrease the net-

work short circuit level based on the location of fault and DG. The previous

protection scheme designed for conventional grid may fail as they are mostly

based on fault current level. On contrary, in island mode of operation, only

DG contributes to the fault current which is limited, thus fault current level

is significantly reduced. The overcurrent relay may not sense those faults as

pickup current threshold is not crossed. Thus, a common overcurrent pro-

tection cannot protect the microgrid in both grid tied and standalone mode.
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2.2 Bidirectional power flow
Most of the conventional grids were radial in nature, which means power

flow was from grid source to load in one direction. Under a fault condition,

overcurrent relays were designed to operate for particular current direction

(Fig. 6.1). It is explained with an example of nine bus radial system.

In the above network, when DGs are installed at let’s say at four buses,

the same fault will be supplied by both grid and DGs (Fig. 6.2). In previous

case, for the fault, only circuit breaker R3 will operate. It can be operated by

nondirectional overcurrent relay. But after fault isolation, the successive

loads 2 and 3 will also get affected. However, if an MG structure is used,

then in case of fault, both R3 and R4 should operate. Both relays will sense

Fig. 6.1 Conventional radial distribution system. (No permission required.)

Fig. 6.2 Distribution grid changed to microgrid structure. (No permission required.)
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fault because of the presence of DG source in downstream of fault. Thus, the

relays must be of directional overcurrent type.

2.3 Fault current contribution based on DG type
Microgrids operate with two types of DGs, that is, synchronous based (con-

ventional) or inverter based. Synchronous-based DGs like diesel generator,

micro turbine, and gas turbine based are usually low inertia machine. Their

output is sinusoidal and consistent. They can contribute up to five times the

rated value (Zamani et al., 2010), and therefore, they can mislead the con-

ventional protection scheme. Another type is inverter-based such as PV, fuel

cell, battery storage, and wind turbine. They generate power at DC level or

variable AC converted to constant DC, which are synchronized with distri-

bution network through DC/AC converter. These converters consist of

switches of limited current rating. Converters have inherent protection

scheme of switches; therefore, maximum contribution to fault current is

1.5–2 times of rated value. Therefore, inverter-based DG contributes less

toward fault current compared with synchronous DG.

2.4 Probabilistic power output of renewable-based DG
Power output from renewable energy sources (RES) like wind, solar irradi-

ance, and tidal energy are intermittent in nature. Therefore, it is not assured

that at the time of fault, RES DG contribution will be constant. In such case,

continuous monitoring and control of RES DG output and load demand

balance is necessary. Moreover, because of large number of converter pre-

sent in MG, current and voltage harmonic prevails, which affects the pro-

tection scheme devised.

2.5 Unwanted tripping
It is possible that fault occurring in one feeder may cause tripping of subse-

quent feeder also if a high penetration of DG is available in its downstream.

For example, as per Fig. 6.2, fault is present in line 2, but DG 1 is also con-

tributing in fault current passing through line 3. If DG1 is highly penetrated,

CB R5 and R6 may also trip isolating line 3, unnecessarily. Such unwanted

tripping will cause power outage for more number of customers.

2.6 Blindness of protection
Pickup current is configured in a way that it is more than rated current of

feeder and less than minimum short-circuit current of the protected zone.
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When DG is installed to a network, the feeder equivalent impedance is

increased and fault current may decrease. The relay in that zone may not

sense the fault.

2.7 Possible conflict between feeder protection
and fault ride through (FRT) requirement

As per the grid code and report presented in Grid code report,

“GC0062–Fault ride through”, National Grid (n.d.), a DG cannot discon-

nect itself frommain distribution network on its own during a fault scenario.

It must stay connected and bear that fault until it receives a disconnection

command from the main control room. This capability of DG to stay con-

nected for short time during fault is termed as fault ride through capability

(FRT). The FRT sometimes contradicts with protection scheme and creates

a confusion.

3. Protection techniques

As there are various protection issues in an MG, solving all issues with

single protection scheme is the biggest challenge. However, a lot of

researchers have proposed various ideas that can eradicate not all but most

of the issues. Some of those protection schemes are discussed in further

sections.

3.1 Short circuit level/overcurrent-based protection
The most effective protective device in any traditional distribution network

is overcurrent (OC) relay. Its operation is simple and it is very economical.

As discussed in challenges, with the addition of DG in conventional net-

works and their operation in islanded and grid-tied mode, short circuit

level changes. Therefore, OC relay intended for traditional grid protection

fails to operate when DG operation comes into picture. In that case, a

reconfiguration of relay settings is necessary with addition of directional fea-

ture. An adaptive relay feature is required which can calculate the relay set-

tings according to the network topology. Each time a DG is added or

removed, the adaptive relay should update relay settings based on network

situation. This can be done in offline or online manner. For online update of

settings, a robust communication link, central protection computer, and

digital relays are needed. Such protection is explained in next section.
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3.2 Communication-assisted adaptive protection
In any MG system, at least two overcurrent relays must be installed at both

ends of line feeder. Each DG unit is connected to distribution grid through a

protection unit. Because a number of relays are present in such a system,

their operation must coordinate with each other. For each protection zone,

a combination of primary and backup relays is assigned. In case of fault, ini-

tially primary relay of dedicated zone should respond. If primary relay fails to

operate because of some reasons, then only backup relay should operate.

This means that backup relay must wait for primary relay to operate before

activating itself. This specific time difference between primary and backup

relay is called coordination time interval (CTI). The CTI between the

backup and the primary relay depends on various parameters which are pri-

mary relay operating time, primary circuit breaker operating time, over-

shoot time, and signal travel time (refer Fig. 6.3). Its value lies typically

between 0.2 and 0.5 s (Bedekar & Bhide, 2011). Therefore a relay coordi-

nation problem is formulated to find such relay settings that can ensure

timely isolation of fault.

In literature, the most simple relay coordination problem is designed in

the form of optimization problem which consists the minimization of single

objective function. The overcurrent relays operate on varied operating char-

acteristics, and for each characteristic, the time of operation is defined as:

top ¼ λ TMSð Þ
PSMð Þγ � 1

(6.1)

top ¼ λ TMSð Þ
Irelay=PS�CTsec rated

� �γ�1
(6.2)

Fig. 6.3 Parameters for CTI.(Srivastava, Tripathi, Mohanty and Panda, 2016) (No permis-
sion required.)
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where top is the relay operating time, TMS is time multiplier setting, and

PSM is plug setting multiplier. The constants λ and γ depend on the type

of relay characteristics selected, and they are listed in Table 6.1 (Hosseini

et al., 2016).

In this chapter, we will discuss the coordination problem assuming that

each OC relays at feeder end are IDMT relay. The objective function of the

problem is total operating time of all the relays present in the system. The

function is to be minimized such that, each relay operates in minimum time

and reliability of the system is maintained. The formulated objective func-

tion which is denoted here as “s” is:

min s ¼
Xn
i¼1

ti,k (6.3)

where n is the number of relays, ti,k is operating time of ith relay for fault in

kth zone. The constraints to solve this optimization problem are divided in

three sections (Singh, 2013; Urdaneta et al., 1988).

Coordination criteria

tbi,k � ti,k � △t (6.4)

where ti,k is the operating time of primary relay at ith location for fault in

zone k and tbi,k is the operating time of backup relay for fault in same zone,

and △ t is the coordination time interval (CTI).

Bounds on relay operating time

ti,k min � ti,k � ti,k max (6.5)

Table 6.1 Value of λ and γ for various types of relays.
OC relay type λ γ

Instantaneous Fixed operating time, no intentional

time delay is added

Definite time Operating time is predefined and fixed

time delay may be added if required.

Inverse definite minimum time

(IDMT)

0.14 0.02

Very inverse 13.5 1

Extremely inverse 80 2
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where ti,k min is the minimum operating time of relay at ith location for fault

in kth zone and ti,k max is the maximum operating time of the same. So,

bound on time multiplier settings (TMS) will be

TMSi,k min � TMSi,k � TMSi,k max (6.6)

Its standard range usually lies between 0.025 and 1.2.

Bounds on pickup current

The minimum value of pickup current is determined by maximum load

current seen by each relay. It is taken as 1.5 times of maximum load current

so that normal and faulted condition can be easily differentiated. The max-

imum pickup current is determined by minimum fault current seen by each

relay. This will impose bound on relay plug setting (PS) also, which is given

below as:

Ipmin � I p � Ipmax PSmin � PS � PSmax (6.7)

Thus, there are two parameters of each relay, TMS and PS, which will func-

tion as design variable for this optimization problem satisfying every con-

straint. To solve this problem, a number of optimization techniques have

been applied in literature. The fitness function mentioned above is a high

constraint nonlinear, nonconvex optimization problem. Initially, the objec-

tive function was changed to linear function by taking a constant value of

plug setting, and linear programming problem (LPP) is applied for OC relay

coordination (Bhattacharya & Goswami, 2008; Urdaneta et al., 1988). By

assuming a continuous value of PS and treating it as a variable, this nonlinear

problem has been solved using nonlinear programming methods involving

sequential quadratic programming method. Further, a number of search-

based or heuristic optimization techniques has been applied to solve the

given optimization problem such as genetic algorithm (GA), harmony sea-

rch, particle swarm optimization (PSO), gravitational search algorithm

(GSA), simulated annealing, and teaching learning algorithm in Mansour

et al. (2007), Razavi et al. (2008), and Srivastava et al. (2016). To improve

the results and get function convergence in minimum number of iteration,

many hybrid optimization methods such as GA-NLP, GA-PSO, and

PSOGSA are also applied (Sueiro et al., 2012).

After solving the above problem, a set of TMS and PS for each relay is

obtained for grid connected as well as islanded mode. These settings confirm

that a relay will operate only for the fault lying in its zone in minimum tol-

erant time while maintaining a proper time difference with backup relay.

Now, as already discussed, MG can operate in grid-connected or islanded

172 Adhishree Srivastava and Sanjoy Kumar Parida



mode. Therefore the relay settings must be updated immediately when MG

islands itself. To implement such operation, an adaptive protection scheme is

required which can automatically detect the mode of MG operation and

update the relay settings of each relays. To achieve such system, a highly effi-

cient and rugged processor-based computer system is required that will be

present in protection and control room of the grid area under consideration.

All the relays must be replaced with numerical directional overcurrent relay

(NDOCR) where the relay settings can be updated online through data

received from remote or field intelligent electronic devices (IEDs) and com-

munication links. The communication protocol of IEC 61850 can be

adopted for this scheme (IEEE recommended practice for implementing

an IEC 61850-based substation communications, protection, monitoring,

and control system, Std, 2017). A simple adaptive system for MG of

Fig. 6.1 is explained through Fig. 6.4.

Fig. 6.4 Adaptive protection scheme.(Srivastava & Parida, 2020) (No permission
required.)
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In this example, the central protection center has following information:

1. Open/close status of each circuit breakers

2. Fault information from all current measurement devices

3. Relay settings stored for each network topology

All the information are transferred through the soft link shown with dashed

line. The central protection center (CPC) continuously receives CB status

from which it understands the present network topology of micro grid. The

open status of point of common coupling (PCC) breaker corresponds to

islanded state of MG and vice versa. When CPC receives the information

of fault, it sends command to update relay settings based on the situation

of MG topology. This online update completely relies on robust commu-

nication link. In case of link failure, it is important to preload the NDOCR

with such relay settings that satisfies coordination constraints of all network

topology.

3.3 Using fault current limiting device
One of the efficient methods to eradicate protection issues with DG sys-

tem is to limit the short circuit level to a value such that protective relays

could see similar value of fault current. In that case, relays can operate

with a fixed pickup current setting and relay setting update is not

required. However, because of dynamic nature of MG, location and size

of fault current limiter is big issue. In case of fault, DGs output can be

controlled or it can be disconnected. These methods basically aim at

changing the fault current value seen by relay so that it can operate as

per settings.

3.4 Advanced techniques
Based on ongoing research, an adaptive protection, with fast, reliable, and

robust communication system, is supposed to be the most adequate solution

forMG protection in both grid-tied and islandedmode. However, with this,

a big risk may arise if the communication link fails. To combat that, an eco-

nomical measure is proposed byHabib et al. (2018) where the energy storage

device (ESD) starts contributing in fault current if command of PCC breaker

opening is not received to relays. As discussed with islanding mode, lower

relay settings are required but if those settings are not updated, the ESD will

supply fault current such that small value of fault current reaches higher

value, equivalent to the grid-tied mode. Seyedi and Karimi (2018) propose
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a comprehensive scheme of digital relays in which feeder relays coordinate

with DG relays through more than one logic for relays. A digital relay trig-

gering comes from an OR gate. This means those relays can be activated by

more than one logic like:

• If overcurrent is observed in particular direction or

• If negative sequence current threshold is crossed in particular

direction or

• If under voltage is observed or

• If total harmonic distortion (THD) of voltage and current supplied espe-

cially by inverters of MG crosses a minimum specified value.

Recently, some researchers have introduced machine learning (ML)

application based on data-driven approach. This approach is being

accepted by utilities due to development of phasor measurement unit

(PMU). PMUs’ ability to collect real-time magnitude and phase data

of electrical quantities like current voltage and frequency assure availabil-

ity of large data sets. Assuming the presence of PMU, in Seyedi and

Karimi (2018), those data are processed through simple equation to detect

and isolate fault in tolerant time of 0.2 s. Machine learning algorithm,

support vector machine (SVM), is applied in Agrawal and Thukaram

(2013) where fault type and location information is received at central

protection room by training a model of MG data. The three-phase cur-

rent and voltage data are processed to ML model, which first detects

whether fault is present or not, further it tells the type, location, and

impedance of fault too. Another ML method GPR is applied in

Srivastava and Parida (2020) for fault location prediction. A block repre-

sentation is represented in Fig. 6.5.

Initially, the electrical signals received at generation buses of MG are

retrieved and collected in database to use it as training data for ML model.

After preprocessing of training data, it is used to design a robust ML model

with the highest accuracy between actual and target output. Once the best

ML model is selected in offline mode, it is ready to be installed for online

mode. In online mode, the real-time electrical data during fault is sent as

input to the installed ML model and it predicts the fault location and type.

Various other authors have also proposed fault detection and classification

using ML technique (Maruf et al., 2018; Mishra et al., 2019; Mishra &

Rout, 2018; Abdelgayed, Morsi, & Sidhu, 2018; Srivastava & Parida,

2020). Thus, ML methods are a potential technique that can be applied

for MG protection.
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4. Comparative analysis of data-driven protection
schemes

Resiliency of a micro grid is assessed by its ability to withstand any

adverse scenario and how quickly it can bring the operation back to

normal. A fault condition can occur in a micro grid anytime and as discussed

in earlier sections, the challenges in micro grids render the conventional pro-

tection schemes to assure resiliency. The data-driven schemes consider every

possible operating scenarios of a micro grid. Therefore as compared with

VG1 IG1 VG2 IG2 VDG1 IDG1

Feature Selection for Faulted Line Distinction and
Location

Data Preprocessing

Identified Fault
Location in KM from

Grid 1

Identified Faulted Line
and Type of  fault

Regression Learner based
Training of  FLM using

GPR Method

Classification Based
Training of  FIM using SVM

Method

System Parameters
received during Fault

FAULT LOCATOR
MODULE

FAULT ISOLATION
MODULE

OFFLINE Stage

ONLINE
Stage

VDG2 IDG2 VDG3 IDG3

Fig. 6.5 Block description of ML approach (Srivastava & Parida, 2020). (No permission
required.)
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conventional over current relays, a relay which is activated through data-

driven decision-making is more reliable. A comparative analysis between

conventional and data-driven protection scheme with respect to resiliency

of an active distribution network can be summarized as below:

• Conventional over current relays sense current level to generate the trip

commands but due to bidirectional nature of current and difference in

short circuit level in an active network these relays cannot isolate fault

with a fixed-relay setting. However, in data-driven approach, the relays

are activated through another logic saved in each relay or available at cen-

tral protection computer. The logic is generated after considering many

electrical parameters of micro grid not just current level. Thus, such

relays are resilient against faults and can reliably isolate faults in every

operating condition of active network.

• Micro grid resiliency also considers timely restoration of power after fault

has been isolated. This is possible if location of fault is identified quickly,

so that personnel can be sent there for restoration. Conventional relays

do not provide any information about exact location of fault. However,

central protection computers trained with historical grid data using ML

are capable of providing exact fault location just after it has been isolated.

• The active network data available at central protection system can also

help in providing insights for operation and monitoring. The continuous

data of various machines in a micro grid such as DGs, transformers,

energy storage, and PVmodules can help in performing predictive main-

tenance. The remaining useful life of these machines can be known

before their actual failure. This can help in timely maintenance so that

micro grid is healthy during operation and failure of machines could

be the last reason for fault.

5. Conclusions

This chapter provides a brief overview of microgrid system, focusing

mainly on its protection system. The basic challenges of MG operation are

discussed through seven points, to cover almost all issues together. Further a

number of solutions to overcome those challenges are also reviewed by

classifying the protection techniques in four categories. The traditional

protection scheme needs to be modified and advanced to save MG in both

grid-connected and islanded mode. The adaptive relaying scheme with the

aid of robust communication channel is becoming most promising way to

overcome protection issues. Most recently, machine learning approaches
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have also arrived in this area of research, showing a high potential. This

chapter will surely enhance reader’s knowledge about current trends of

MG protection, which can serve as a proper base for their further research.
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Microgrids as a resilience resource
in the electric distribution grid
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1. Introduction

Recent statistics (Smith & Katz, 2013) show that the frequency of

extreme weather events (also classified as low probability high impact, or

LPHI, events), such as storms, floods, and wildfires, and associated substan-

tiality of the power grid damage have soared up in the last decade. Recently

occurred seven major storms have resulted into damages of over $1 billion

each. While our power grid is designed to operate reliably, and industry-

standard reliability indices such as SAIDI, SAIFI, CAIDI, and MAIFI

(Khodayar et al., 2012) across multiple utilities around the globe strive to

main associated countrywide-standard, these indices are primarily intended

to capture low impact and high-frequency-type events. Continuing to be

able to operate during events involving multiple contingencies is still a chal-

lenge. Furthermore, historical data shows that some of the areas are more

prone to one kind of weather event than the other, and mitigation solutions

to protect the grid for each kind of weather events can be different, and

country-specific (Hussain et al., 2019). Therefore, there is no one-size-

fits-all kind of solution available. Needless to say, the increasing severity

of threats both from natural and weather events motivated researchers to

develop a common measure to determine the impact of an event, but the

globally accepted definition is still missing. However, as we will discuss later,

criticality and uninteruptability of loads from the social point of view get

higher precedence. It is intended that during these extreme events, the

power utilities must able to be at least serve them.

Distribution networks are primarily the grid’s load center. Increasing

deployment of smart grid infrastructure and local distributed generation

has made the grid less reliant on the bulk transmission grid. Local resource
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availability and nonavailability of the transmission network in certain areas

have motivated the community to develop islanded grid to serve a certain

rural community, which is also known widely as rural μ-grids. Many com-

munities around the world are openly accepting such an approach. In the

event of disastrous events, if the distribution network is resource-rich, peo-

ple have realized the μ-grids provide the ability to separate from the bulk

transmission system ensuring survivability (Panteli et al., 2016); and conse-

quently, μ-grids have been growing voice to be able to be utilized as resil-

iency mitigation solution (Maloney, 2020). The smaller geographical foot

prints of μ-grids allow for continuity of service, while LPHI events affect

a larger area. It is trivial that some of the loads can be shed to ensure con-

tinued supply for the critical infra-structure even in the resource-poor situ-

ation. Consequently, μ-grids represent a well-defined electrical system with

local generation resources and associated loads that can, when necessary,

operate independently in islanded mode. They may or may not be part of

a larger grid, creating the main classification of grid-connected and remote

μ-grids.
The condition of resourcefulness within a μ-grid may not always be sat-

isfied, and some of the μ-grids can be resourceful compared to the others.

Consequently, multiple μ-grids can be connected via transmission/distribu-

tion networks exchanging resources among each other (Chanda &

Srivastava, 2016; Xu & Srivastava, 2016), improving robustness. Here, even

if numerous power lines or μ-grids themselves get outaged, the rest of the μ-
grids will still be able to perform, at least with load shedding, enabling

robustness of the grid. μ-grids can isolate themselves if the transmission sys-

tem is suffering from a cascaded outage (Guo et al., 2017). They can pick-

uploads from the unhealthy non-μ-grid area (if μ-grid infrastructure exists)

dynamically. All these benefits can be achieved remotely while the event is

in progress.

Additionally, power lines are often de-energized prior to the event

occurrence to avoid the origination of the secondary source of events orig-

inating from the power lines (Abatzoglou et al., 2020).μ-grids can keep the

lights on in those areas that could not be served due to proactive de-

energization and limited availability of tie lines. μ-grids are essentially useful
during postevent restoration of the power system, even if the transmission

lines becomes unavailable, ensuring faster recovery (C. Chen et al.,

2016). However, as already discussed, all of these can be achieved if the

μ-grids are resource-rich, capable of being operated as an island backed

by advanced telemetry, modern information processing, and equipped with
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suitable control devices. Consequently, while the emergence of DER tech-

nologies, availability of flexible resources, improved manufacturing are cer-

tainly an enabler, the ability to connect and disconnect into the grid comes at

a tremendous price. Therefore, the utility of using μ-grids as a resiliency

resource is a crucial question, and in this chapter, we have tried to focus

on the following questions:

• What are the key features of μ-grids that make it a resiliency resource?

• How is μ-grid resiliency evaluated?

• During the different stages of event progression, how will μ-grid oper-

ation change to enable resiliency?

• What are the challenges of utilizing μ-grids as a resiliency resource?

2. Key resources offered by microgrid within
distribution system

μ-grids possess a unique set of features that allow for their operation to

supplement the system’s resiliency. Consider the portion of the distribution

system that does not have μ-grid capability and suffers the same outage as the

bulk distribution system during an LPHI event. The typical mitigation of

LPHI outages is similar to existing distribution system mitigation strategies

prescribed by utilities to alleviate grid blackout and improve system stability.

Any centralized control that can be executed by the distribution network

operator needs to be immediate and constrained to the location of

sectionalizers and power sources to avoid cascading outages into the system.

Typical operations to reduce discontinuity of service take the form of the

following steps:

i. Reconfiguration using switches in the network to serve loads through an

alternative source of power. Network reconfiguration changes the

topology of the network to connect the disconnected portion of the dis-

tribution system to either a healthy circuit with enough capacity.

ii. Use of backup generation to provide service to loads that are discon-

nected from utility service. These backup generators are usually diesel

units that are maintained for intermittent service during emergency

conditions.

iii. Crew and resource dispatch to repair infrastructural damage and restore

healthy operation of the distribution network. This step is usually very

subjective on the nature of the distribution system and associated affected

components.
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iv. Adaptive islanding allows the distribution network to act as a μ-grid with
a small electrical boundary and utilize distributed energy resources to

power the μ-grid.
v. Shedding of nonpriority loads alleviates the generation load mismatch

and can restore critical loads.

With μ-grid capability implemented, that is, the ability of the distribution

network segment to operated isolated from the primary grid using local

resources, certain features of the μ-grid can be leveraged to impart resilience.

Microgrid architectures are varied, and there does not exist a single approach

to utilize all μ-grids as a resilience resource. Instead, the following features

can be assessed with location-specific threats applicable to the system and

promise to improve resilience.

2.1 Resource flexibility
The inherent design and planning paradigm of μ-grids provide the opera-
tional flexibility, increased availability, and the distributed architecture

required for the quick restoration and continuation of service to critical

loads. The inherent vulnerability of bulk distribution systems also stems from

the long distance between the generation source and the loads, contributing

to increased susceptibility. The advantage of the operational flexibility is the

high power availability of μ-grids during LPHI events where the event’s

impact is distributed unevenly. Therefore, the boundary of the μ-grid, lim-

ited by the switching configurations and location of DERs, can adjust to

maintain service. The additional benefit of the smaller footprint of μ-grids
also reduces the energy losses commonly observed in bulk distribution sys-

tems due to the radial nature and high R/X ratio. The size of the μ-grid
envelope is defined by the area covered between the source and generation,

ranging from a single building (generator-load pair) μ-grid to a full substa-

tion μ-grid with multiple DERs and loads with full integration contribute to

the survivability.

μ-grids allow for bidirectional flexibility: upstream flexibility on the

resource side and downstream flexibility on the load side. Fig. 7.1 shows

the configuration of the μ-grids in relation to the flexible assets. Engineers

can leverage the resource flexibility to ensure that the μ-grid can accommo-

date for resilient operation during LPHI events.

2.2 Energy storage
Energy storage allows the μ-grid to store energy from nondispatchable var-

iable generation in the μ-grids and utilize it as a dispatchable source when
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necessary. Commonly available in the form of battery energy storage sys-

tems, electric vehicles, pumped hydro plants, and more recently electric

vehicles, energy storage have become an essential design consideration in

μ-grids. Energy storage devices provide a fast response to absorbing the

abrupt loss of generation due to LPHI events to reduce generation stress.

Also, energy storage systems can provide improved μ-grid stability through

voltage and frequency regulation. Typical BESS, implemented in most

commercial instances using lithium-ion technology, the major issues in

adopting storage into μ-grids seems to be the cost of the batteries, storage

capacity, and operating times. Careful planning assessment needs to be con-

sidered to utilize energy storage as a resilience improving investment. The

planning study should also include determining where in the μ-grid the

energy storage unit be placed in the optimal location needs to be resolved

as proposed in Kim and Dvorkin (2019).

2.3 Distribution automation
The unpredictability and variability introduced by DERs in μ-grids was
once seen to add unwanted complexity to the μ-grid operation. Distribution

automation (DA) is a potential solution to mitigate this problem. In addition

to introducing control and monitoring to μ-grid assets, DA allows for

enabling resilience by leveraging sensor networks, communication net-

works, controls, and data analytics.

Conventional Generation

• High Ramp Rates
• Higher Cycling Capabilities

• Wind
• PV
• On-site back up generation

• battery Energy Storage (BESS)
• Flywheel Energy Storage (FESS)
• Compressed Air Energy Storage (CAES)
• Electric Vehicles

• Non-spinning or Supplemental Operating Reserves
• Load curtailment

Renewable Generation and Non-utility Resources

Energy Storage
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Fig. 7.1 Resource flexibility enabled by μ-grids. (No Permission Required.)
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DA as reported in available literature shows the following capabilities:

i. Improved outage management

• Remote fault location and diagnostics

• Automated feeder switching

• Outage status monitoring and notification

• Optimized restoration dispatch

ii. Voltage and reactive power management

• Integrated voltage and volt-ampere reactive (VAR) controls (IVVC)

• Automated voltage regulation

• Conservation voltage reduction (CVR)

• Real-time load balancing

• Automated power factor corrections

iii. Frequency and real power management

iv. Equipment health monitoring

v. Coordination of μ-grid assets

Each of these are potential application of the DA and can be utilized to

enable resilience of the μ-grid.

3. Assessment of distribution system resilience with
microgrid

μ-grids as a resilience resource can be realized in three stages, each

corresponding to the progression of the event in the temporal horizon. In

this section, we describe the resilience analysis process of μ-grids before, dur-
ing, and after the LPHI event. The characteristics of the μ-grids that enable
resiliency are:

• Preparedness: The property of the system’s readiness for the incoming

disruptive event. This multidomain property allows for the various

mechanisms in the μ-grid to be ready to respond when the event pro-

gression starts.

• Robustness: The property of systems to resist change in topology when

subject to stress

• Absorption:The property of the system to resist discontinuity of service

when subject to an LPHI event

• Response: The property of the system to evaluate and select the appro-

priate control action to reduce the impact of the LPHI event and

improve performance after the LPHI event has passed.

• Recovery: The property of the system to regain blue sky performance

with minimum time.
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Careful planning study to assess μ-grid needs to be conducted to justify the

initial capital investments in commissioning μ-grid capabilities in a distribu-

tion grid. Microgrids to alleviate reliability concerns are designed and imple-

ments to reduce the impact of upstream outages in the distribution network

and reduce the loss due to the energy not served to the loads. Subsequently,

the assessment of μ-grid resilience provides a business case to utilize μ-grids
as a resilience resource. This can be quantified through the resilience assess-

ment process shown below in Fig. 7.2. A special case of the resilience eval-

uation framework is the AWR resilience metrics-Anticipate metric for

preevent resilience based on preparedness and ability to anticipate damage

to the system;Withstand metric for during event resilience based on robust-

ness and optimal utilization of resources to mitigate LPHI impact and

Recover metric for the postevent resilience to address the rapidity and mag-

nitude of the critical load restoration effort as presented in Fig. 7.3.

3.1 Preevent resiliency
The resiliency of the μ-grid before the event is affected explicitly by the abil-
ity of the system to anticipate and be prepared for the incoming threat event.

At this stage, the μ-grid is expected to work under normal conditions or in

“blue sky” conditions. The term blue sky is used to separate between the

definitions of reliability and resilience as there can be high resilience and

Fig. 7.2 μ-grid resilience evaluation. (No Permission Required.)
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low reliability in blue sky operation and high reliability and low resilience in

normal operating conditions. Most of the preparedness strategies to improve

μ-grid resilience in the blue sky mode are performed in the form of infra-

structure hardening—the process of adding robustness, security, and stability

of electrical assets to prevent failures due to the physical effects of the LPHI

events. These include “undergrounding” of electrical poles, the elevation of

flood-risk assets like generators and switch-gear, vegetation management,

and overdesigned construction practices. In addition to hardening, planning

efforts such as adding redundancy in the form of adding additional distribu-

tion feeders and associated switches, improving resourcefulness through the

addition of DERs, better situational awareness through sensors and controls

allow for increased resilience in the μ-grid.
Note: The ability of the system to anticipate, be prepared for, and mit-

igate the impact of the event is quantified by the anticipate metrics.

In order to assess resilience before the event, the system needs to be

reviewed and assessed for metrics that will quantify system preparedness

and the ability to anticipate, be prepared for, and mitigate the impact of

the event. Preevent resiliency analysis helps develop business cases for
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resiliency improvement planning studies. The interdisciplinary nature of

resilience requires the assessment to include domains that directly affect

the μ-grid resilience. These domains include but are not limited to transpor-

tation system, fuel supply chain, cyber-communication systems, repair

crews, and water distribution systems. These domains have many internal

variables that can alter the resiliency of the system but can make the analysis

data-intensive and complicated. The use of a composite preevent resiliency

metric Rpre that is objective-based and considers all domains involved is

required. This preevent resilience metric should be developed as shown

below (refer Fig. 7.4).

Factors from individual domains are selected based on careful consider-

ation from all stakeholders. This process of careful elicitation can be exhaus-

tive and time-consuming due to the system and threat-specific nature of the

system in question.

3.2 In event resiliency
A fewmoments before the event progression starts, the system is operating in

blue sky mode and is serving all its critical loads and is meeting some per-

formance standards particular to that μ-grid. The ability of the system, from

this point onward, to withstand the impact of the event, thereby ensuring

continuous service to critical loads is quantified by the withstand metrics.

The first step in the withstand metric evaluation is the selection of relevant

resilience indicators that can increase or decrease resilience. The second step

is to apply a threat impact analysis to observe the change in resilience indi-

cators before and after the threat. This provides the user with a set of

Fig. 7.4 Development of the anticipate resilience metric. (No Permission Required.)
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alternatives that can be passed through a multicriteria decision-making tool

that can provide a comparative analysis of how the indicators vary between

the alternatives. For a typical μ-grid, the resilience indicators pertaining to

the withstand metric are:

• Critical Load Count (CLC): The number of critical loads still in oper-

ation while the event happens

• Critical LoadRating (CLR):The size of critical loads still in operation

while the event happens

• Total Available Generation (G): Total generation available for dis-

patch to critical loads

• Critical Load Demand (D): Demand of the system

• Topological Score (RT ): A composite score indicating the various

graph theoretical measures

A number of graph-theoretic techniques are available for engineers to

choose when assessing μ-grid resilience. Let us consider a simple factor anal-

ysis using graph-based characteristics of the μ-grid to assess resilience.

3.2.1 Graph theoretic approach to ensure microgrid robustness
For the extraction of topological resilience indicators, the μ-grid is represen-
ted as a graph G of N nodes and E edges with the adjacency matrix A. The

node elements in the system are transformers, switches, bus elements, usually

in the form of switch-gear and circuit selectors. The edge elements are wires

connecting the nodes together. Several methods are proposed in current lit-

erature to use graph theory techniques to analyze the robustness of the

power grid (Motter & Lai, 2002; Sol�e et al., 2008). In the proposed topo-

logical analysis, the network is studied as an undirected and unweighted

graph. The weight or the importance of the node are considered in the sub-

sequent evaluations as loads are classified as high priority, medium priority,

and low priority loads. The topological resilience indicators selected for this

analysis are chosen to indicate how well connected the system is and how

much perturbations can the system withstand. These indicators are chosen

to represent the size, distribution, node, and link connectivity statistics of

the graph.

Graph Diameter (D). The maximum eccentricity or the greatest dis-

tance from any two vertices indicates the size of the graph.

D ¼ 2 Ej j
Nj j Nj j � 1ð Þ (7.1)
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Degree distribution (<k>). The degree of a node is the number of nodes

connected to it. The connectedness of the graph is indicated by the degree

distribution, which is the probability distribution of the degree over the

entire network. The average degree distribution indicates the number of

feeders arising out of a particular node. A high value of the average degree

distribution indicates that there are nodes with high connectivity to other

network nodes.

kh i ¼ 2 Ej j
Nj j (7.2)

Average betweenness centrality (Cb). Betweenness centrality of a node

x is defined as the number of shortest paths between all pairs of nodes in the

connected graph passing through the given node x. It is a measure of node

importance and indicates how many shortest paths are dependent on the

nodes present. The average betweenness centrality provides a clue to

how susceptible the graph is to perturbations or failures that can possibly

sever connections between nodes as it is not favorable to have a node with

high betweenness centrality fail in the system.

Cb ið Þ ¼
X
i6¼j 6¼k

σjk ið Þ
σjk

(7.3)

Percolation threshold (fc ). Percolation theory can be employed to study

the robustness of the network. Chanda and Srivastava describe the infinite-

dimensional percolation analysis of a graph which is subject to random

removal of nodes which is denotes by f (Chanda and Srivastava, 2016). This

random removal is representative of an unfavorable event. For such study, it

is observed that there exists a critical fraction of nodes removed fc for which

the graph degrades into individual isolated clusters. This critical fraction of

nodes is called the percolation threshold shown below as an approximation

using statistical mechanics approach (Radicchi, 2015).

f c ¼ 1� 1

κ0 � 1
(7.4)

where κ0 ¼ κ2h i= κh i and <κ2> is the square of the standard deviation of the

degree distribution of the network. The critical fraction of nodes in this

graph theoretical analysis should not be confused with critical loads, which

are high priority loads that require nondiscontinuity of service during
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unfavorable events. However, these critical nodes are highly influential in

the robustness of the system.

Algebraic connectivity (λalg). Also called the Fiedler value, it is the

second smallest eigenvalue of the Laplacian matrix of the graph. The

Laplacian matrix is the sum of the degree matrix D and the negative of

the adjacency matrix A. The elements of the Laplacian are given by degree

of the node i at diagonal (i,i) positions and by �1 at nondiagonal positions.

Once the topological resilience indicators are extracted, a vector of the

indicators is obtained for each scenario that is analyzed. This is represented as

R
!

τ ¼ f c,D,^2,CB, κh i½ � (7.5)

This vector represents the topological component of the resilience analysis.

For each of the system configuration, threat scenarios or study cases, a new

vector is created.

3.3 Postevent recovery resilience
The third stage of the event occurrence, when the threat has subsided and

the system is trying to recover from the damaged state to the state of normal

operation. In this stage, the response and recovery of the system is to be

quantified. The recovery metrics depends on the rapidity of restoration,

redundancy of resources, and resourcefulness of assets. The postthreat recov-

ery of the system starts with the evaluation of system damage. The survey

produces a damage report enumerating the number of damaged assets,

including poles, lines, transformers, and switches, and the corresponding

location.

With the postevent damage assessment, the recovery of the μ-grid would
be a twofold process. The loss of generation would be rectified by the dis-

patch of the DERs or through blackstart restoration. Then the most resilient

μ-grid restoration options need to be evaluated to be selected. As a use-case,
let us consider the addition of automated switches that can be used for

reconfiguration. With different configurations available, a similar method

to the withstand metrics can be employed where the various rapidity and

resourcefulness applications can be selected and compared. A typical recov-

ery resilience calculation would be performed as follows. A factor extraction

on several resilience indicators needs to be collected, such as the recover cost

(RC)—the cost of equipment, labor, and material for the repair of the

“downed” assets. The factor CLR is the weighted number of critical loads

restored. The repair time RT is based on the type of equipment to be
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repaired. Since the methodology uses AHP for the computation, the relative

time for the time and cost is sufficient to make a decision on the resiliency

score. The repair time is the sum of the repair time for the equipment, time

for the crew to get from the crew station to the equipment Taccessibility and

TOH, the overhead for the crew to assemble the repair/recover work.

The repair time is assumed to be 1hour for a feeder, 4hours for a pad-

mounted switch, and 5hours for a transformer.

R
!

τ ¼ RC,RT ,CLR, SO,TSO,Rτ½ � (7.6)

The number of switching operation required to restore the load (SO) and

the time for the switching operations indicated the rapidity of the restoration

process. These are computed for available restoration paths for each scenario.

The use of real-world repair costs and times is not imperative because the

AHP is a comparative process and does not require the factors to be accurate.

This provides the Distribution Network Operator (DNO) with operational

decision-making assistance on the most resilient restoration scheme.

4. Strategies for enabling distribution system resiliency
with microgrids

While an LPHI event is on the horizon, the primary objective of the

operator is to let the system “bend” proactively (also known as preventive

techniques) (Panteli et al., 2017) and adapt to the looming threat to avoid the

future cascading failure of the power system (Guo et al., 2017). The μ-grid,
in this regard, emancipates a part of the grid to be operable in isolation. The

AWR framework discussion clearly divides the entire event temporal hori-

zon vis-à-vis resiliency improvement strategy road-map into three stages.

The first stage is called on immediately following the situational awareness

signal received from the resilience monitoring system. If the power system

resiliency deteriorates, the power system operator will switch from eco-

nomic operation mode to resiliency mode, where minimization of the load

curtailment, maximization of energy served, or minimization of energy not

served becomes the main objectives (Bhusal et al., 2020). The loads can also

be shredded based on their criticality, resource availability, and ability to

form a μ-grid. Operational crews and moving diesel generators (Wood,

2020a, 2020b) are also deployed simultaneously for safety-related de-

energization and systemwide reconfiguration, which can also include man-

ually formed μ-grids. It is also notable that the entire distribution network
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may get isolated from the transmission grid following the dissipation of the

disastrous event. Repair crews can be prepositioned (C. Chen et al., 2017) to

ensure faster restoration. Nevertheless, this stage is required to be carried out

sufficiently in advance for ensuring the in-event safety of the operational

crews. The second stage commences with the event striking the critical

power infrastructure. The crews’ limited availability enforces that the major-

ity of the requisite deployed operation will be carried out remotely.

Once the disaster has precipitated, the repair crews can be deployed to

estimate the damage and prioritize the recovery and re-energization process,

considering predeployed moving diesel generators and prepositioned crews.

Here, restoration of the network necessitates the availability of, as discussed,

sufficient black start capability (Schneider et al., 2017) for being able to be

operated as μ-grid, or availability of the transmission network. Therefore,

depending on the distribution network’s operability as a μ-grid, there are

two main facets for system operation in this stage (Amin Gholami,

Aminifar, & Shahidehpour, 2016). If the network is incapable of operating

as a μ-grid, with transmission network outage, a top-down approach needs

to be deployed. Here, the network can be restored only after reconfiguration

of the transmission network. Restoration of loads would also be carried out

after due reconfiguration of the distribution network, only after the primary

substation is re-energized. If the network can operate as a μ-grid, restoration
of loads within the distribution network can be carried out independent of

restoration of the transmission network. The speed of restoration would, of

course, be limited by local resource availability. Typical objective function

considered by the system operator in this stage will be the minimization of

total restoration time and maximum critical infrastructure restoration

(Bhusal et al., 2020).

While the discussed three steps are relatively independent in nature, the

action plans rely on the measures taken in one of the earlier stages and are

shown in Fig. 7.5. In the rest part of this section, we will discuss the chal-

lenges of the described three stages and the utility of μ-grid in their

mitigation.

4.1 Proactive management and control
As discussed earlier, preevent control and resource allocation begin with a

forecasted situational awareness signal. Although the consensus lies in the

difficulty of precise evaluation of the origin of the critical weather events

and the probability of event severity (Y. Wang et al., 2016), the recent
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advancement in the accuracy of the weather models has significantly

improved the short-term prediction accuracy. In this regard, the use of

predicted wild-fires propagation path into an early warning signal for the

transmission system outage is already discussed in the literature (Dian

et al., 2019), and power utility companies in the United States are actively

seeking to develop such early warning signal for the distribution network

and use it to improve networkwide resiliency (Boston Consulting Group,

2020). Literature, such as Guikema et al. (2014), Liu et al. (2005), and

Nateghi et al. (2014), utilizes statistical models to estimate power outages,

which can be utilized to allocate resources, including the deployment of

μ-grid to reduce outage duration, based on historical in-event monitoring

data ( Ji et al., 2016). Even if a disaster strikes energized poles and wires, espe-

cially in the case of hurricanes, snowstorms, typhoons, windstorms, floods,

and lightning storms, the component failure rate varies with the intensity of

hazardous forces. A generic fragility curve can be utilized in this regard for

depicting the failure probability of the equipment (Panteli et al., 2016). The

intensity of the weather events can also significantly vary spatiotemporally

(Y.Wang et al., 2016). Contrarily, the wildfire events directly affect the flow

Fig. 7.5 Sequential resiliency management and control. (No Permission Required.)
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through the transmission lines (Choobineh et al., 2015), and the lines are

required to be dynamically rated (Trakas & Hatziargyriou, 2018), forcing

the distribution to operate as μ-grid. Multiple μ-grids can be connected

to each other, forming a multi-μ-grid (Chanda & Srivastava, 2016;

Schneider et al., 2017). Nevertheless, for the event modeling purpose,

the propagation of both of these kinds of weather events can be treated as

the Markov decision process (Bertsimas et al., 2017; C. Wang et al., 2017).

In the absence of long-term realistic prediction models, robust optimi-

zation as a part of proactive management (Gao et al., 2017) is widely used in

the literature. As discussed, since the action plans rely on the measures taken

in one of the earlier stages, simultaneous consideration of preevent resource

allocation (symbolizing “wait and see”) with real time in-event dispatch

(symbolizing “here and now”) can also be considered as a part of robust opti-

mization (A. Gholami, Shekari, et al., 2016; A. Gholami et al., 2019). This

enables the predictive-corrective action plan in the decision-making. As dis-

cussed in the AWR framework, the availability of the number of lines in a

network significantly affects resiliency, and therefore, the removal of all the

to-be-affected lines may not be realistic. Consequently, one may also ensure

a certain minimum number of vulnerable lines within a distribution grid

remain connected in anticipation of an event while ensuring minimal state

transition, line outages, and load curtailment (Amirioun et al., 2018).

The discussed proactive crew mobilization (Maryland Energy

Administration, 2020) is also driven by safety-related de-energization,

expected damage (in terms of the value of the lost load, VOLL), load crit-

icality (loads, such as hospital, water treatment facilities have higher prior-

ities), manual μ-grid formation, the crew dispatching cost, and crew

availability. Often, some of the energized equipment is required to be de-

energized a priori to avoid origination of secondary disaster (e.g., public

safety power shut-off, or PSPS, events in the state of California, United

States (Abatzoglou et al., 2020)), or hasten postdisaster recovery (e.g.,

preevent generator shut down before tsunami and snow avalanche in Alaska,

United States). In this case, the reconfiguration is needed to be carried out

with sufficient delay to ensure customers are served for the longest possible

duration. These operational crews can also facilitate the creation of μ-grid as
a defensive islanding strategy, where, even if a part of the grid were required

to be isolated, the customers would remain energized during the disaster.

This strategy can also help us alleviate cascading outages. The presence of

both remote and manually operable switches can be considered in this effort,

where operational crews are dispatched insufficient advance so that their
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safety can be ensured (Arab et al., 2015). Furthermore, the dispatch of the

crews and moving diesel generators (Martini, 2014) need to be coordinated.

In case the repair crews are dispatched a priori, they must be safely located

sufficiently away from the hazard zones (Arab et al., 2015). Although these

moving diesel generators can have black start capability, limited fuel avail-

ability (Gao et al., 2017), and limited charging capability of batteries (Pandey

et al., 2020) are also major concerns for the isolated μ-grid survivability.

Additionally, the limited availability of other resources also enforces the

available local resources with the μ-grids to be scheduled appropriately to

reduce the downtime for the critical loads (Rahman, 2008). Furthermore,

if isolated μ-grid operation is looming, the operator might schedule their

resources conservatively via resiliency cuts (Khodayar et al., 2012) (by lim-

iting utilization of certain resources above the threshold, precharging batte-

ries (Pandey et al., 2020), etc.).

In the following part of this subsection, we will describe the proactive

decision-making strategy through an example. From Fig. 7.5, we observe

that the system would continue to operate in the economic model until

an LPHI event is forecasted. If the withstand resiliency metric for the con-

cerned system deteriorates, the system will jump to resiliency mode, where

the operator aims to supply as much critical load as possible within the sys-

tem. In this mode, the operator will initially estimate the nodes within the

distribution system with the expected outage. If any generator is located

within this region, in order to achieve postdisaster expedited recovery, those

generators will also be taken out from the grid. Given the finiteness of the

available switches, it is expected that some of the additional set of nodes will

also be outaged. As a part of operating both manually and remote operable

switches, to ensure crew safety, requisite manual switching operations are

required to be carried out significantly earlier in the temporal horizon.

However, it is also not recommended to disconnect the loads with the

expected outage (LwEO) several hours before. This motivates us to solve

this problem in two stages. The first stage deals with the operation of man-

ually operable switches, which are assisted by the remotely operable

switches, which are to be deployed significantly ahead of the event. Second

stage deals with the isolation of LwEO through remote switches, which can

be modified as the forecast gets revised. Therefore, this approach utilizes a

flavor of predictive- corrective approach. It may so happen that following

the disconnection of LwEO, some of the unaffected parts of the network

need to be operated as a μ-grid (if designed a priori). The LwEO remains

connected to the main grid through remotely operable switches (if that
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segment is not designed to operate as a μ-grid) while ensuring the flow

through the associated switch is zero. This will ensure that in the event

the LwEO is isolated, the operation of the healthy part of the system will

not be disturbed.

As shown in Fig. 7.6, the proposed strategy has been depicted using a

modified IEEE 123-node system. Locations of manually and remotely oper-

able switches are given. Grayed-out section with the symbol, A, identifies

HILF estimated outage scenario. Due to the absence of switches, the entire

light grayed region identified with symbol B will be outaged. Highlighted

areas in pink color are connected through the LwEO region, and hence will

be required to be operated as μ-grids when the event is in progress (if

designed). Critical loads connected at node 610 will be connected into

the main grid through the associated manually operated switch. To ensure

that subsequent disconnection of LeWO, the healthy part will not be dis-

turbed, one needs to ensure that flow through switches 36–58, 97–197,

Fig. 7.6 Proactive control with μ-grid for modified IEEE 123-bus system. (No Permission
Required.)
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and 61–610 is zero following stage 1, will be opened minutes before disaster

strikes. Furthermore, the LwEOwill be continued to be supplied in case the

HILF event never strikes. Furthermore, since the stage 2 plan is

implemented only through remote switches, changes in weather prediction

will not be harmful to the operational crews, and, is beneficial due to cor-

rection possibility. Therefore, it is clear that the discussed two-stage

approach (scenario 3) is beneficial compared to the single-stage fire-and-

forget (scenario 2), or no action (scenario 1) approach, and is shown Fig. 7.7.

4.2 Postevent recovery
Although a μ-grid is designed to disconnect from the grid autonomously, it

is expected to operate in grid-connected mode during normal operating

condition (Z. Wang & Wang, 2015). Once the contingency event strikes

the distribution network, a part of the grid can become de-energized, as a

part of an antiislanding protection scheme, or operate as a μ-grid. Availabil-
ity of system status information, infrastructure resources (reclosers, energy

storage system, DERs, mobile generators) facilitates the seamless formation,

and successful operation of such μ-grid (C. Chen et al., 2017). In this regard,
Gouveia et al. (2013) utilize emergency demand response from responsive

loads (including EVs) for successful primary frequency control within a μ-
grid establishing continuous load generation balance. The use of CHPs, and

diesel generators for postevent operation is also a widely accepted choice

(KEMA, 2014; Maloney, 2020). Depending upon the R/X ratio of the dis-

tribution network, P�V and Q�δ droop characterized can be utilized

(Abdelaziz et al., 2014) for power balance while ensuring protection devices

does not get triggered.

Here, the grid can also be equipped with self-healing technologies, such

that once a de-energization event has occurred, the μ-grid can intelligently

pick-up loads within its vicinity (assuring survivability) (Adibi & Fink,

2006). The resiliency could be further improved by dynamic creation of

Fig. 7.7 Temporal variation of the withstand metric for modified IEEE 123-bus system.
(No Permission Required.)
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μ-grids, forming networked μ-grid, multienergy μ-grids, or energy hub

(Hussain et al., 2019). The dynamic μ-grid creation is especially favored

as a reactive mechanism and is often facilitated by software algorithms for

controlling the switches (Simonov, 2014). Artificial intelligence, multiagent

(Dehghanpour et al., 2017), fuzzy logic (Hussain et al., 2017)-based tech-

niques can be utilized to facilitate demand response, DER, and storage sys-

tem dispatch as a part of advanced operation strategy within a μ-grid. In case
multiple μ-grids are formed, multiple μ-grids may self-organize into a cluster

(Ding et al., 2017; He & Giesselmann, 2015) for optimal power-sharing

(Zadsar et al., 2017), if the capability exists. AC, DC, and hybrid-AC-DC

μ-grids can be utilized for resiliency improvement (Pannala et al., 2020).

Such a power sharing approach ensures the self-sufficiency and stability of

the network as a whole.

The distribution network in its entirety can be decomposed intomultiple

μ-grids (C. Yuan, 2016). However, as discussed earlier, limited fuel avail-

ability limits the operating modes of these μ-grids and can be categorized

into basic autonomous, fully autonomous, and networked μ-grid (Zia

et al., 2018). While the disaster is in progress, the μ-grid might limit its

resource provision to critical facilities. The use of the distributed multiagent

system to achieve such a self-healing ability for a μ-grid has been discussed in
Colson et al. (2011). Given that the μ-grids remain energized during the

progressing event, it can serve black-start capability to re-energize disrupted

main generators (Schneider et al., 2017). Therefore, depending upon its

capability of the resource within a μ-grid, and deployed smart switches,

and tie-switches, it can be categorized into three major categories

(Schneider et al., 2017): (i) local resource, (ii) community resource, (iii)

black-start resource. In case some of the switches are not automated, the sys-

tem operators can also facilitate μ-grid formation remotely. Once the emer-

gency transpires, it will switch back to the normal mode. Reliance on the

communication network in such a venture can be facilitated by adopting

a distributed approach (C. Chen et al., 2016). The utilization of centralized

communication architecture may not be suitable in this regard due to

network-level vulnerabilities.

4.3 Restoration process
In conjunction with the traditional distribution service restoration as a part

of the outage management system (OMS) (Singh et al., 2017), here the post

contingency recovery begins with damage assessment through ground
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check, aerial survey, and customer trouble calls, SCADA (protective relays,

fault indicators, etc.), AMI, μ-PMU, social media, and advanced resiliency

monitoring system (ARMS) as a part of the advanced distribution manage-

ment system (ADMS). All of this information can be fused to provide grid

status as a part of the decision support tool. Large scale deployment of mon-

itoring devices in a smart grid facilitates such treatment (Mohamed et al.,

2019). Following this, the operator calculates the optimal route for crew dis-

patch, crew schedule to mobilize crew from one site to another while min-

imizing the repair and restoration time for the critical loads. Crew and

resource budget is also a major concern in this step and often responsible

for delayed recovery (W. Yuan et al., 2016). Contrary to the preevent pro-

active crew dispatch (if carried out), the state of system outage is already

deterministic. Furthermore, one also needs to ensure that antiislanding pro-

tection for each of the backup generators/DERs is present, such that the

safety of the repair crew is never compromised.

In the absence of local DERs, to speed up the restoration process, mov-

ing diesel generators are often deployed (Lin et al., 2019). Additionally,

deployment of generators needs to be well-coordinated with switching strat-

egy (B. Chen et al., 2019) to enable the creation of multi-μ-grid, which was
not possible due to the absence of sufficient grid intelligence and generators

with black-start capability. Such multi-μ-grid framework can significantly

deviate from the traditional sequential predetermined restoration priority list

(Freeman et al., 2010) and move to parallel service restoration, hastening the

entire process. Note that, in this case, crew routing vis-à-vis vehicle routing

problem, diesel generator dispatch, and power system re-energization need

to be carried out simultaneously, similar to a multienergy system, which has

gained significant attention in recent years.

It is also notable that alongside the destruction of electricity and commu-

nication infrastructure, other unity infrastructure can breakdown as well

(Girgin & Krausmann, 2014). In this scenario, even if gas-fired generators

remain unscathed, the generator will be outaged, crippling the capability

of a μ-grid (Zerriffi et al., 2007). To circumvent this problem, literature con-

siders information sharing among multiple infrastructure resources

(Capozzo et al., 2017). Additionally, one also needs to account for the

interdependence among these critical infrastructures. For example, suppose

gas pump plants are not treated as a critical facility and restored earlier. In that

case, the gas-fired generators cannot be brought online, degrading the power

system resiliency significantly (Lin et al., 2019). The required integrated

approach for designing a restoration plan for the grid should also adapt to
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the changing disaster landscape. In case of proactive decision-making, this

integrated solution will be part of the “wait and see” problem.

5. Barriers and challenges

μ-grids, enabled by the advanced decision support system and avail-

ability of copious local resources, can supplement the primary grid

unavailability in the wake of a disaster, leading us to enhanced emergency

preparedness of the grid (Xu & Srivastava, 2016). Isolation from the primary

grid can help protect the load center from the possible cascaded outage, even

in the wake of a cyber-attack. Along with the utilization of physical prop-

erties of the power system, μ-grid control center (MGCC) facilitated by

decision support tool from local measurements can also utilize advanced

software algorithms to manage resources within its premises, dynamically

pick up load through increasing its boundary (Hussain et al., 2019), and cre-

ate a μ-grid cluster, collaborating in a power-sharing approach. The use of

clean energy resources during normal operation also facilitate GHG emis-

sions reduction. Always-on power can ensure (Maloney, 2020):

(i) continued access to food and water, (ii) operability of clinics, pharmacies,

hospitals, (iii) long-term availability of transportation fuel, (iv) continued

availability of distribution retail supply-chain, (v) last-minute provision of

necessary home-safety and repair tools. Furthermore, many companies, such

as Schneider Electric, ABB, Siemens, General Electric, Alstom, Tesla, and

Google as of date are developing and deploying their prototype. In the after-

math of the California wildfire and PSPS events, μ-grids have gained a lot of
attention from the California Public Utilities Commission (Wood, 2020a,

2020b). However, reaping such huge benefits comes with an enormous

price. This section will focus on various barriers, concerns on economic via-

bility, policy requirements, and regulatory barriers, specific to μ-grids as a
resiliency resource.

5.1 Barriers
Several implementation challenges require special consideration to achieve

the desired level of resilience during major events. These barriers are majorly

divided into five categories and are discussed below:

5.1.1 Renewable uncertainty
While higher penetration of renewable-interfaced DERs, coupled with

improved predictability of renewable energy resources, enhances the
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distribution network’s self-sufficiency, renewable uncertainty is still a con-

cern during natural disasters. Since event origination and dissipation time

cannot be predicted accurately, compensation for the renewable induced

variability becomes hard to manage, and the conservative operating solution

becomes very expensive. Additionally, during certain weather events, the

renewable output becomes zero, leading to resource deficiency and in-event

infrastructure damage, especially to renewable generators, blockage of

renewable generators due to uprooted trees would lead us to rely on a

new set of resources in the postevent aftermath. Furthermore, traditional

scheduling frameworks (including stochastic model) consider longer sched-

uling horizon (Hussain et al., 2019). In-event higher level of uncertainty

associated with renewable resources makes real-world deployment of these

solutions difficult. Therefore, robust uncertainty handing and predictive-

corrective control approach need to be incorporated in the modeling to

let the system operate at the desired level of resiliency independent of its

operating condition.

5.1.2 Control issues
While it is almost universally accepted that μ-grids can operate as an islanded
grid, can connect and disconnect from the main grid, it is a challenge to

determine when do we allow the μ-grid to unilaterally disconnect (as a part

of “intentional islanding”) and when do we allow it connect back to the

main grid. If the action is reactive, a temporary outage or voltage dip might

be observed within the μ-grid, which will clear itself following the ramping

up of local generators. In the case of insufficient responsiveness, the μ-grid
would have to utilize its local black start capability, and the internal moni-

toring system and protective relays, which can often be cost-prohibitive

(Hussain et al., 2019). The presence of numerous local DERs makes internal

coordination to become challenging, and a comprehensive understanding of

the interconnectedness of all the components becomes essential. Further-

more, the majority of DERs are inverter-interfaced, and after disconnection

from the primary grid, it reduces its inertia significantly. Consequently, in

the event of insufficient flexible fast ramping resource, even if load-

generation balance is ensured, the ROCOF of the system will be very high,

and traditional protection system settings would also be required to be

updated accordingly. This is also true when a μ-grid is dynamically expan-

ding its territory. Furthermore, a fixed μ-grid boundary may not be suitable

in a dynamic environment.
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5.1.3 Communication infrastructure
Coordination among a multitude of local DERs, requisite local measure-

ments as a part of decision support tool, crew-coordination, as a part of

MGCC requires communication links with real-time control capability.

Depending on the level of sophistication, one can select the best option

among numerous possible options such as WiFi, Bluetooth, Zigbee, passive

optical network, and mobile communication technologies (Zia et al., 2018).

Various communication architectures, such as centralized, decentralized,

hierarchical, and distributed methods, can be utilized. While centralized

frameworks are advocated for their ability to better manage local resources

(Khodaei, 2014) within a μ-grid, it is well known that lack of redundancy

makes centralized framework especially susceptible to communication fail-

ure, which would be the case especially in the wake of natural disaster or

cyber-threats. While decentralized structure can help us alleviate some of

the challenges, reduced visibility reduces its cost-effectiveness (Hussain

et al., 2019). Software-defined networking is also proposed in the literature

for enhanced resiliency ( Jin et al., 2017). Distributed coordination

schemes are known to be resilient to communication link failure and have

also been considered in the literature. Therefore, there is a growing need to

develop robust and event-agnostic communication infrastructure for the

successful deployment of μ-grids as a resiliency resource.

5.1.4 Computational need
The increasing complexity of the problem requiring efficient dispatch of

multiple renewable interfaced DERs, transmission line switching, crew-

dispatch coordination requires sophisticated software algorithms for man-

agement. The underlying algorithms need to be robust and need to account

for the simplification utilized for disaster planning. The developed decision

from the software algorithms needs to be further verified utilizing high-

fidelity models before deployment to satisfy safety-related concerns. While

distributed optimization techniques can be utilized in this regard (Y. Wang

et al., 2016), associated techniques for power system resiliency are still in

their infancy. The plans need to be constantly updated with changing oper-

ating scenarios. The model also needs to account for the possibility of data

corruption due to the possibility of a communication outage.

5.1.5 The need to aggregate: Cost-benefit analysis
Over the years, the critical facilities have been using backup diesel generators

(Maloney, 2020). However, one major drawback in this regard would be
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their high maintenance cost, failing which they become unreliable. In addi-

tion to that, during disasters, diesel supply chains can be crippled, leading to

their unavailability when needed.While natural gas-based generators are rel-

atively unaffected by the ground-based supply chain, as discussed, those gen-

erators can suffer outages due to the breakdown of gas transportation

infrastructure (Girgin & Krausmann, 2014). While numerousness of avail-

able local resources solves the problem of a single backup generator, and

early-adopters have significantly reduced the deployment cost of μ-grids,
such a solution is still very expensive due to the utilization of multitude

of switches, controllers and communication infrastructure. Nevertheless,

multiple retailers can participate in a symbiotic fashion to avail the economy

of scale, and such an aggregation model is not cost-prohibitive for small

retailers, leading us to μ-grids-as-a-service (MaaS) model (Maloney,

2020). Here, the retailers do not directly bear the cost of μ-grids; rather,
it is borne by the developer. This facilitates the retailer to advertise their elec-

tricity supply to be superior to the others. The third-party investors or the

developers also earn a return on their investment by selling power directly

into the wholesale market, when the isolated μ-grid service is no longer

needed by the retailer. While a single small μ-grid may be too small to par-

ticipate in the bulk power market, the aggregation approach with multiple

operators facilitates that. Therefore, although disaster-related power outages

have become common in recent year, investment into μ-grids are still

dependent on carefully looking into possible revenue stream and deploy-

ment cost and following conduction of cost-benefit analysis.

5.2 Business models, regulatory barriers, and policy
requirements

Higher cost has been demotivating factors for the procurement of μ-grids by
the retailers, and consequently, multiparticipation MaaS or reliability-as-a-

service (RaaS) models have flourished (Metelitsa, 2018). While μ-grids have
proven their efficacy in improving the resiliency of the grid during multiple

hurricanes and wildfires in the United States (Maloney, 2020), only fewer

cities around the world are leading their way to enable resiliency in their

power grid (York & Jarrah, 2020). To the developers, the current rate struc-

ture is so marginal that a small variation in price can potentially negate the

economic benefit from μ-grid deployment (Borghese et al., 2017). Never-

theless, the European Union, the United States, Australia, and Japan are a

few countries worldwide leading in terms of μ-grid-related policies. Espe-

cially, Japan, following the Fukushima disaster, has taken an early lead in
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improving their power grid’s resiliency through μ-grid deployment (Marnay

et al., 2015).

As reported in the literature, there exist a multitude of business models

that can be adopted for the development and operation of μ-grids, and each
of the business models has its own set of challenge (KEMA, 2014). Consor-

tium for Electric Reliability Technology Solutions (CERTS) demonstration

project has been one of the earliest demonstration projects for utility-owned

μ-grid project. However, in many cases, utility companies are not allowed to

own generation assets as a part of deregulation, limiting its applicability. Cus-

tomers owning CHPs, or small generating facilities can be allowed to

develop μ-grid, but is often cost-prohibitive due to increased investment

inmonitoring and protection. One of the recent models has been amultiuser

model, where the possible challenge could be franchise right. The hybrid

model involves shared responsibility, where the μ-grid authority owns gen-
eration, but the loads can be managed by the distribution utility. Under this

paradigm, challenges would arise in managing resources when multiple par-

ticipants are competing for them during the resource-poor condition. Nev-

ertheless, identifying the value stream, contribution partners, ownership and

revenue sharing, and overall control has been the major factor for determin-

ing the suitable business models for μ-grid (Asmus & Lawrence, 2016).

While newer business models are appearing, increasing the affordability

of the μ-grids (Asmus & Lawrence, 2016), and countries are updating their

μ-grid related policies (Ali et al., 2017; Wood, 2020b), the regulation is not

uniform across the world. As discussed, this has been especially challenging

with the multiparticipation framework, existing interconnection process

and requirements, existing rate structures, and utility involvement in man-

aging customer demand (Hoffman & Carmichael, 2020; KEMA, 2014). As

an example, in case a distribution company has a fixed service territory, and

no other entity can serve the power within such predefined territory, the μ-
grid operator has to accept the rate structure provided by the distribution

company, which can marginalize the profitability of the μ-grid operator.

Additionally, in a certain service territory, if the μ-grids generates power
for sale, the μ-grid operator might be treated as a public utility and subject

to significant regulation, discouraging them from embarking into a μ-grid
related project. While the MaaS structure allows multiple μ-grid to remain

connected during the emergency condition, and day-to-day management

will be carried out by the distribution utility, improving quality proposition

for the retailers (Maloney, 2020), a significant reduction in the value-stream

will also be discouraging for the μ-grid developers. Furthermore, such a
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multiplayer structure does not fit well if the utilities are vertically integrated

with centralized resources, however, they fit well in the deregulated envi-

ronment (Hoffman & Carmichael, 2020). Since μ-grids contains a fantastic
proposition through resiliency improvement, some utilities may not be sup-

portive of these ventures.

While the progress has been very slow, regulators around the world are

legalizing μ-grid development. As an example, California Public Utilities

Commission (CPUC) has published their standards, protocols, guidelines,

methods, rates, and tariffs that serve to support and reduce barriers to micro-

grid deployment to emphasize immediate action plans for the utilities to

develop μ-grids ( John, 2020).

6. Summary

μ-grids provide a unique opportunity for resource-constrained distri-
bution networks to adopt key strategies of resilience by ensuring survivabil-

ity of critical loads, dampening of impacts of LPHI events, and improving

system robustness. With the increased proliferation of distributed energy

resources, the formation of self-sustainable μ-grids allows for proactive man-

agement of resources to reduce downtime of critical loads through

reconfiguration, scheduling of DERs and energy storage, and shedding fau-

lty portions of the system. Even in systems where the impact and duration of

LPHI events are not known in advance, feasible islanding and formation of

μ-grids take advantage of the uneven distribution of damage in the system to

reduce critical loads lost. Utilizing energy storage, distribution automation,

data analytics, and situational awareness, μ-grids can employ operational

strategies in all stages of the event progression—proactive scheduling and

control before the event, resilient mode of operation during the event,

and corrective reconfiguration after the event. This book chapter provides

the multistage resilience framework for the evaluation of resilience metrics

for each stage. The argument for μ-grids as a resilience resource is reinforced
through the elaboration of resilience-enabling strategies. The barriers in

implementing μ-grids, include but are not restricted to the uncertainty of

renewable DERs, communication infrastructure, cybersecurity cost of

implementation, and regulatory roadblocks that every utility needs to elicit

with stakeholders and customers for the correct action plan. In addition to

improving the resilience behavior of the system, μ-grids also provide

improved economic operation, socio-economic benefit, improved reliabil-

ity, and reduced system loss. The operational configuration of μ-grids is
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varied, and careful consideration of the different options for implementing

μ-grids to achieve resilience can be assessed through the μ-grid resilience

evaluation framework presented in this chapter.
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1. Introduction

From the last few decades, the need for ample, clean, and continuous

electric energy is expeditiously increasing because of the population growth

and climatic changes all over the world (Gungor et al., 2010). To address the

issues such as diversification in energy generation, demand response, saving

of energy, minimization of carbon footprint, and so on, smart grid is emerg-

ing as an important research area in the existing electricity grid. Therefore,

the smart grid, which is the integration of conventional electricity grid of the

20th century with the latest information and telecommunication technolo-

gies of the 21st century, facilitates the efficient utilization of resources to reg-

ulate distributed sources of energy, to exchange the power generated, and to

optimize consumption of energy (Anvari-Moghaddam et al., 2015; Han

et al., 2014; Wu et al., 2014). As smart grid generates enormous data, intel-

ligent infrastructure is required for fruitful processing of enormous data gen-

erated by the smart grid. In this regard, artificial intelligence, internet of

things (IoT), cyber physical system (CPS), cloud computing, and fog com-

puting techniques play an important role to develop such infrastructure.

With rising concerns associated with attacks on the cyber and physical

assets connected to the smart grid as well as the necessity to mitigate impact

of natural disasters, resilience has become a vital and appropriate character-

istic. Resiliency is the ability of a system to anticipate and withstand external

failure, bounce back to its predefined state as quickly as possible, and adapt to

Electric Power Systems Resiliency Copyright © 2022 Elsevier Inc.
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be better prepared to future catastrophic events. To improve the resiliency of

the smart grid, the system requires continuous monitoring systems well

equipped with the above-mentioned intelligent infrastructure.

In this regard, the main intention of this chapter is concentrated on the

role of IoT and Fog computing techniques toward the improvement of resil-

iency in smart-grid infrastructure.

2. Internet of things in smart-grid resiliency

Industrial IoT is one of the important technologies used to support

resiliency of smart-grid through an immediate response as soon as a fault

occurred. This helps to recover smart-grid networks using real-time mon-

itoring techniques. Because of the extensive usage of IoT in all aspects of the

smart grid such as transmission of power, distribution of power, generation

of power, and dispatch and utilization of power, extensive research has been

carried out on the usage of IoT technology in the deployment of smart grid.

Fig. 8.1 shows the growth of publications in smart grid using IoT technology

from 2011 to 2021 up to June.

A systematic review on the usage of IoT in smart grid has been

highlighted by Reka and Dragicevic (2018). Initially, the review has focused

on the characteristics, challenges, and real-time applications of IoT and smart

grid. Then, the authors have presented various innovative approaches used

Fig. 8.1 Growth of publications in IoT-based smart grid from 2011 to 2021 up to June.
(No permission required.)

214 Janmenjoy Nayak et al.



in the integration of IoT with smart grid along with the benefits and chal-

lenges in their corresponding application fields. Moreover, future research

directions on IoT-based smart grid have also been presented. To provide

a precise prediction of future load value, a novel deep learning system that

makes use of IoT technology has been developed by Li et al. (2017) that

automatically obtains the characteristics from the captured data. The pro-

posed systemmakes use of two-step forecasting strategy which automatically

enhances the accuracy of the forecasting system. In addition, the proposed

system also quantitatively determines the impact of some major factors that

provide proper guidance for choosing attribute combination and

implementing on board sensors for smart grids with extremely large areas,

distinct atmospheric condition, and social rules. Moreover, the experimental

results demonstrate that the proposed approach obtains accurate predictions

of the future load values. To monitor and control the distribution of elec-

tricity in medium and low voltage, an IoT-based smart grid has been pro-

posed by Alharthi et al. (2018). The proposed framework makes use of

advancement in the emerging information and communication

technology (ICT) technologies, and then incorporates these technologies

into the smart grid. Further, the proposed frameworkmakes use of IPv6 rou-

ting protocol. Using this IPv6 routing protocol, IoT gateway can be used to

associate IP-facilitated smart equipment to the internet. Then, the perfor-

mance of the proposed IPv6 routing protocol is evaluated by means of aver-

age consumption of power, packet delay, and packet delivery ratio (PDR)

using COOJA network simulator for Contiki OS. The empirical outcomes

reveal that the proposed IPv6 routing protocol performed better in compar-

ison to the conventional RPL-OF0 and RPL-MRHOF protocols. An IoT-

based conceptual framework for the smart grid has been developed by Al-Ali

and Aburukba (2015). In the proposed framework, each and every device in

the grid is considered as object. Further, each object in the grid is allotted a

unique IP address using the 6LowPAN communication protocol. Instead of

many protocols such as WiFi, Zigbee, WiMax, Bluetooth, PLC, lease lines,

and LTE for allocating IP address to the object, the proposed framework uses

only 6LowPAN communication protocol. A brief review of the IoT-based

smart grid along with security issues and security challenges has been pres-

ented by Bekara (2014). A brief survey on the general framework of smart

metering and distinct standards of communication and technical research

significant to the smart grid has been described by Jain et al. (2014). Further-

more, authors described that consumption of energy can be minimized and

efficiency of power can be enhanced by the automation of home, industries,
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and microgrids using energy management systems. An overview of the

demand response in smart grid and the technical research on the demand

response in world and in Turkey has been summarized by Elma and

Selamo�gullari (2017). Furthermore, the authors have conducted a simula-

tion study to reveal the impact of demand response utilization in residential

appliances of houses that are expected to be used at high priced hours. Using

the smart devices and IoT applications, the demand response will provide

advanced perspectives on generation and consumption of electrical energy

and on the functioning of power systems. To provide power quality and reli-

able monitoring, a systematic review on the feasibility of implementing

smart meter has been discussed by Anjana and Shaji (2018). Initially, the

authors have presented a detailed overview of the smart meters, wireless

communication technologies, and routing algorithms which are used as

emerging technologies in AMI. Then, the authors have categorized the exis-

ting research works based on the target power quality and reliability mon-

itoring. Finally, the authors have outlined future research directions based on

the limitations identified in the existing literature. Table 8.1 shows the sum-

mary of the literature review of the IoT-based smart grid.

3. Fog computing in smart-grid resiliency

The rapid advancement in the power systems demand the deployment

of smart grid which assists in the real-time monitoring and regulating using

electricity flows and bidirectional communication. As cloud computing

provides parallel processing and sharing of flexible resources and services

in the network, it can be used to comply the computational requirements

of smart grid applications. Anyhow, the continuous inclusion of distinct

sensing and actuating devices, evolution of IoT, and collection of huge

amounts of data across the smart grids have led to the intricacy of smart grids.

As a result, the architecture of cloud computing is not suitable for providing

effective services for smart grid applications. Therefore, fog and edge com-

puting approaches have been used to overcome the problems of cloud com-

puting architecture such as consumption of energy, bandwidth, cost of

network, and latency to satisfy the computational requirements of smart-grid

applications. As fog computing provides location awareness, analytics of

latency, and lower latency to meet the critical requirements of smart-grid

applications, several researches have been performed on the deployment

of fog computing in smart-grid application. Fig. 8.2 shows the growth of

publications in the smart grid using fog computing from 2011 to June 2021.
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To analyze the trend of research on fog computing in smart grid appli-

cations, a systematic analysis from a total of 70 papers has been performed by

Gilbert (2019). The study discloses that there is a substantial enhancement in

the number of smart-grid applications that make use of the fog and edge

computing approaches. Moreover, the study also reveals that a significant

number of smart-grid applications are linked with optimization of energy

and intelligent organization of the resources of smart grid. Furthermore,

it also addresses challenges and issues such as security, programming models,

and interoperability, which hamper the smooth utilization of fog and edge

computing in applications of smart grid. The motivation for using fog

Table 8.1 Summary of IoT-based smart grid literature review.
Author and year Focused area Limitation

Mugunthan and

Vijayakumar

(2019)

Discussed about the

components and solutions

of IoT-based smart grids.

Also, discussed about the

management of home and

smart city using smart energy

savings. Discussed about the

challenges in deployment of

IoT-based smart grid along

with some solutions to avoid

the privacy and security

issues

Not focused on discussing the

challenges in each layer of

framework such as

acquisition of energy,

communication and

congestion in network,

handling of enormous data,

management of trust,

standardization, and so on

Li et al. (2017) Forecasting of future load

values using deep learning

framework based on IoT

technology

More communication cost due

to the transfer of vast amount

of data on the

communication network

Alharthi et al.

(2018)

Monitoring and controlling

the electric distributing in

medium- and low-voltage

networks using IoT-based

smart grid and IPv6 routing

protocol

Not utilized the proposed IoT-

based smart grid and Ipv6

routing protocol in the

distribution automation

system

Al-Ali and

Aburukba

(2015)

IoT-based framework for

smart grid that makes use

of 6LowPAN

communication protocol

Conceptual model

Bekara (2014) IoT-based smart grid along

with security issues and

challenges

Not focused on the security of

advanced metering

infrastructure (AMI)
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computing as technology in smart-grid analytics has been highlighted by

M.Hussain and Beg (2019) by exploring the existing cloud-based smart-grid

framework. Then, the authors have developed three-layer fog computing-

based smart grid architecture for accommodating number of IoT devices in

future smart grids. To determine the association between data consumer,

distribution of workload, QoS (quality-of-service) constraints and place-

ment of virtual machines, a cost optimization model for the fog computing

has been proposed. As the devised model is an MINLP (mixed-integer

nonlinear programming) problem, MDE (modified differential evolution)

algorithm is used to solve the problem. Then, the developed prototype

has been evaluated using real-time parameters and the results show that

44% of the accumulated power consumption of the cloud computing archi-

tecture has been reduced by architecture of fog computing. To overcome

the limitations of cloud computing in smart-grid applications, an edge-

centered fog computing prototype has been developed by M. Hussain

et al. (2019). Initially, the authors have uncovered the deficiencies of the

cloud-based smart-grid system. Therefore a prototype has been developed

to assure the proper offloading and dispersion of computations across the

cloud and edges. In addition, a fog computing SOA (service-oriented archi-

tecture) has been developed for IoT-aware smart transportation system

Fig. 8.2 Growth of publications in Fog computing-based smart grid from 2011 to
June 2021. (No permission required.)
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operating on the backbone of smart grid. Finally, the challenges that arise in

the implementation of the proposed edge-centered fog computing proto-

type have been highlighted. An extensive analysis of the utilization of fog

computing technology in smart grid has been presented by Ruan et al.

(2020). Initially, the study focuses on the architecture of smart grid along

with its issues and features of fog computing. Then, the study provides a

summary of possible solutions provided by fog computing in smart-grid

applications and key problems that arise in implementing fog computing

in smart-grid applications. Finally, the study focuses on the challenges and

future research directions of integrating fog computing technology with

smart grid applications. An extensive review on the distinct fog computing

approaches that make use of big data along with the existing research on the

advancement of smart-grid applications has been presented by Palanichamy

and Wong (2019). The summary of literature review of fog computing in

smart-grid applications has been illustrated in Table 8.2.

4. Integration of IoT and fog computing in smart grid

From the last decade, smart grid is gaining attention as it enhances the

reliability, effectiveness, economics, and viability of electricity services

(Bharathi et al., 2017). Presently, the unification of IoT in smart grid plays

an essential role in the efficient management of energy infrastructure oper-

ations (Goulart & Sahu, 2016). The major challenges encountered in the

deployment of IoT in smart grid are the efficient unification and exploitation

of ICT infrastructure and smart devices and the processing of huge amount

of data produced from the sources (Deng et al., 2017). For efficient handling

of large volumes of data, cloud computing technology has emerged, as this

technology is capable of providing on-demand availability of computing

resources (Rusitschka et al., 2010). However, cloud computing technology

was not able to satisfy the critical needs of smart-grid architecture because of

the differing modalities of services. Therefore fog computing has emerged to

overcome the issues of cloud computing-based smart grid such as connec-

tivity, latency, and bandwidth issues. As fog computing technology can

quickly process and interpret the data of IoT applications, several works have

been performed on the integration of fog computing and IoT in smart

grid. A mathematical model has been suggested by M. Hussain et al.

(2020) which describes the planning and placement of fog computing tech-

nology in smart grid applications (PPFG). To reduce the average response

delay and energy utilization of elements of network, the PPFG model finds
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the capacity, optimal location, and number of nodes in fog computing using

integer linear programming problem. As the optimization problem is

NP-Hard problem, it uses nondominated sorting genetic algorithm to solve

the problem. The operation of the suggested model has been demonstrated

by executing the PPFG prototype on the smart-grid network. The function-

ing of design constraints in PPFG model can be better understood by per-

forming a total analysis of the Pareto Fronts which will assist in smart

planning and placement of fog computing technology in smart-grid appli-

cations. The extent to which cloud computing services can satisfy the

Table 8.2 Summary of literature review of fog computing in smart grid.
Author and year Focused area Limitation

Gilbert (2019) Presented the promises and

challenges of fog and

edge computing in

smart-grid applications.

Also, presented the

challenges and issues in

the implementation of

fog and edge computing

in smart-grid

applications

Not focused on

practicality of edge

computing in smart

grid

A. Kumari et al.

(2019)

Uses fog computing-based

smart grid framework to

make an efficient

decision about energy

needs of smart devices at

the fog layer

Not focused on trading

of dynamic energy,

privacy, and security

perspectives of smart

grid

Wang et al.

(2018)

Uses a dispersed

computing framework

that makes use of fog

computing technology

for IoT applications in

the smart grid

Not focused on optimal

allocation of

resources and not

evaluated using

communication

protocol

Zahoor et al.

(2018)

Efficient management of

resources in smart grids

using cloud-and-fog-

based architecture

Not focused onmultiple

load balancing

applications

Barik (2017) Application of fog

computing technology

in micro grid

Not focused on distinct

types of smart grids

that differ in

complexity and size
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significant needs of the smart grid ecosystem have been analyzed by

M. Hussain et al. (2018). Simultaneously, the authors have also analyzed

the critical needs that can be satisfied in the smart grid through the usage

of fog computing utilities. The study also highlights the opportunities and

perspectives of using fog computing technology in smart-grid applications.

Finally, the study also highlights the challenges and future research directions

for the successful transition of smart grid using fog computing. To impart the

clearness between the consumer and distributor, an integrated technique

based on fog computing and IoT has been presented by Pant et al.

(2018), which serves as a backbone for the structure of smart-grid applica-

tion. In addition, the concept of micro grid, effective load balancing, and

power utilization approaches have been introduced along with fog comput-

ing to prolong the features to the consumers. To secure the private data of

smart meter at the fog server, RSA algorithms have been used. Moreover,

the integration of smart street lights with fog computing technology has

been done for the effective balancing of load. To effectively plan, supervise,

and optimize the activity of household energy, an integrated framework has

been suggested by Singh and Yassine (2018). The proposed framework facil-

itates inventive operation for processing of abundant exquisite data of energy

consumption in real life. To focus on the challenges of intricacies and

resource needs for real-life processing of data, classification interpretations,

and storage, IoT big data analytics structure based on fog computing has

been proposed. To completely use the benefits of IoT in smart home,

Stojkoska and Trivodaliev (2018) have suggested a three-tier IoT-based

hierarchical framework. To combine all renewable dispersed sources of

energy from the microgrid and to obtain better optimization, the proposed

framework targets to expand the smart home to microgrid level using fog

computing. Furthermore, proposed framework has been evaluated using

real-time dataset of smart meter and the simulation results show that the

suggested approach can minimize the number of transmissions and network

traffic for smart home.

5. General discussion and futures directions

To provide resilience, the smart-grid software facilitates customer-side

supervision andmanagement of energy utilization. It promotes to a domestic

customer a lively contributor in the smart grid’s lifespan and administer too.

The operation of smart grid depends on wide-ranging technologies and

infrastructure way out. IoT-based smart grid includes numerous key
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components such as smart-grid sensors and meters, automated distribution

systems, charging stations, and smart storages. The role of IoT with the inte-

gration of cloud/fog computing, big data, and blockchain technologies in

smart grid is important. IoT is a well-built enabler of smart grid as its tech-

nical and infrastructural mechanisms are for the most part IoT aided. IoT

technology in smart grid is extensively expended to automate the opera-

tional activities and upsurge efficacy in the supply chain network. By this

process, the producers and distributors (i) adopt the advanced metering ser-

vices to monitor the energy uses in real world and react to mutable demand,

(ii) analyze the environmental information to amplify the usage of eco-

friendly sources of energy and optimize the power productions from non-

conventional energy sources, (iii) monitors the power-grid loads and

implements data-driven scheme to minimalize the probabilities of out-

ages/overloads, and (iv) implements the advanced intrusion detection

scheme against possible cyber threats.

Big data application in smart grid is also an important development for

the power engineer to visualize and analyze the IoT data. Moreover, the

application of machine learning (ML) is now common in IoT-based smart

grid. We know for a fact that ML is beneficial at working with huge datum

datasets. It aids improved understanding and use of big data, recognizing

movements, and making predictions. Thus, the application of cutting-edge

ML algorithms to analyze IoT data generated in the smart grid supply net-

work is an alternative way to render it beyond capable. Again, the technol-

ogy named as “Blockchain” offers an exclusive channel for an added

decentralized and resilient amalgamation of Energy Internet of Things

(E-IoT) and cloud/fog-based gadgets as stated in current researches.

Advances in grid-resiliency are vital in the controls and design measures

of energy supply networks (ESNs) used to streamline the energy trading.

Blockchain-based smart-ESNs can aid these optimization and security gaps

and enhance the state-of-the-art in grid resilience through offering an atom-

ically certifiable cryptographic signed distributed register to improve the

loyalty, reliability, and resilience of ESNs at the upper hand. The blockchain

technology may be expanded to confirm time, customer, and transaction

data and protect these records with an absolute crypto initiated register.

5.1 Issues and challenges of IoT-based smart grids
As a CPS, the IoT aid smart grid may encounter the following security issues

as mentioned in Table 8.3 (Bekara, 2014). Again to deal with the security
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algorithm, protocol and policy for the IoT-aided smart grid, the following

mentioned (refer Table 8.4) challenges are important to be taken into con-

siderations (Bekara, 2014). With the above-mentioned security issues and

challenges, the key security services needed to improve the resiliency of

smart grid are shown in Fig. 8.3.

Table 8.3 Security issues of IoT aid smart grid.

Impersonation/identity
spoofing

Identity spoofing is an attack having the objective of
unauthorized communication through spoofing the
identity of smart-grid devices such as smart meter, with an
intention to save money for their energy consumption

Eavesdropping In view of the fact that the smart grid’s devices on IoT-

based framework can communicate between themself,

often working on public communication

infrastructure, an attacker can easily have access to their

exchanged data

Data tampering An attacker can amend exchanged data/information

Authorization and

control access issues

It is well-known that numerous smart-grid devices are

supervised and put together remotely. In this situation,

an attacker may possibly try to get illegal access rights to

control them, in consequence breaking physical

properties or leading to energy outage

Privacy issue The smart meter or the smart-device used in domestic

purpose may store the additional information such as

individual habits (such as wake up, sleeping and dinner

times, duration of house locked, about vacation, etc.)

with the addition to energy consumption data. Thus,

by tempering this device, an individual’s privacy can be

hampered

Compromising and

malicious code

The possibility of compromising physically or remotely is

high in case of IoT-enabled smart grid as the integrated

devices run by some specific computational

programme or software. These software may be

controlled or manipulated by the attacker through

software infection

Cyber-attack Smart grid is a largest CPS, concerning physical structures

representing the physical assets of the smart grid (such

as transformers, circuit breakers, smart meters, cables,

etc.) and information and communication technology

(ICT) systems, where ICT elements control/handle

physical objects. Thus, cyberattack could damage the

physical properties, which is difficult in the classical

power grid
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Table 8.4 Key security challenges of IoT-based smart grid.

Scalability

As the smart grid spreads over a huge area considering few
cities having numerous smart/intelligent devices, it is
difficult to ensure scalable security solutions, for example,
key management and authentication

Mobility Smart grid could involve several mobile devices like

electric vehicles or electronic cars and field agents, there

will be an endless demand of secure authentication and

communication with a mutable circumscribing (such as

smart meter and electric charging station)

Deployment A huge number of smart devices are deployed within the

premises of smart grid, which is spread over a large area

of a country. Few of them are placed on a remote

location with no physical outer limits protections, being

easily accessible. It is highly needed to provide accurate

security solutions against possible tempering/attack

Legacy systems The devices or systems that have fixed hardware or

software solution and installed on remote islands with

no communications or through secret communication

infrastructure may face serious challenges when trying

to incorporate those legacy systems to IoT-aided smart

grid

Constrained resources In the smart-grid environment, few devices/objects are

resource constrained that need special attention during

developing their security solutions

Heterogeneity When dealing with smart-grid devices having diverse

characteristics (such as memory, computation,

bandwidth, energy autonomy, and time-sensitivity,

etc.) and their employed protocols, it is a challenging

task to provide secure end-to-end communication. In

few cases, the demand of reworking of current solutions

is high, even with gateways

Interoperability In addition to legacy systems and heterogeneity challenges,

the interoperability could also be seen as an important

challenge of IoT-aided smart grid. Interoperability

generally appears when two or more devices working

with same protocols and communication stacks but

diverse feature capabilities

Bootstrapping As we know the smart grid includes millions or billions of

smart devices, the key challenge is to activate the

bootstrapping among them

Trust management A minimum trust level need to be established whenever

we need an efficient communications between the

devices used in a smart grid. Therefore, trust

management is an important challenge for the utility

system
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5.2 Issues and challenges of fog computing integration
to smart grids

Cloud computing and Fog computing, both are much competitive in nature

and offer useful services for data analytics to end consumer. The following

details (Table 8.5) provide few key challenges and issues of Fog computing

applications in smart-grid environments (Chen & Hao, 2018; A. Kumari

et al., 2018, 2019).

6. Conclusion and futures directions

The operational platforms for IoT-based smart grid includes cloud

computing, fog computing, and big data. This chapter discusses about

IoT and Fog computing in smart-grid applications. To show the current

research status in this filed, bibliometric studies are conducted and reported.

The outcome of the study demonstrates an exponential growth in the field

of security systems in the smart grid over the last decade. IoT-aided smart-

grid framework is expected to come into sight rapidly through swollen uses

of IoT-based intelligent gadgets like smart meter, sensor, and actuator with

an intention to provide complete automation to smart-grid network with

better facility of control, protection, and connectivity in the power grid.

However, the probability of cyber-security threat in IoT-aided smart-grid

framework is high. In this regard, the present research area should be focused

on the issues of cyberattack and the development of cyber security mecha-

nisms. The upcoming researches are likely aiming at improving the compu-

tational speed of security algorithms though preserving high detection

accuracy and a low rate of false alarms. It is also studied that blockchain tech-

nology integrated with IoT may help to resolve numerous optimization and

Fig. 8.3 The key security service for the smart-grid resiliency and reliability improve-
ment. (No permission required.)
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reliability challenges that have been accompanied with smart-grid transfor-

mation. Fog computing has appeared as a most admired technology of the

current industrial revolution. With comparison to cloud computing, it is

able to process the vast sized data collected from IoT objects with less

processing time. Here, in this chapter, we investigate the current status of

Fog computing application in smart-grid ecosystems with the integration

of IoT technology. Moreover, it has also studied about the related issues

Table 8.5 Key security challenges of fog computing-based smart grid.
Security issues and
challenges Descriptions

Scalability in smart-grid

services in real time

It facilitates consumers for real-time supervision of

current data uses. Congestion or server breakdown

might occur using cloud computing to handle the

data analytics facilities and consequently triggers

latency

Reliability in smart-grid

services

As a result of connection failure and interruption in

data processing, cloud computing environments

are not consistent in nature; henceforth,

maintaining the reliability, scalability, and error-

free services are becoming difficult

Personal privacy Cloud/Fog computing-based platform works on

public networks; therefore the security or privacy

of data saved on clouds might be compromised.

Hence, robust privacy protection schemes against

these attackers are necessary to facilitate cloud

computing reliability and information security

Connection failure Connectivity failure is one of the most common

issues faced by the consumers. To provide

scalability, reliability, and consistency in services,

secure multipath Internet transmission channels

are required from access centers. Moreover, it is

required to increase the utilization of attributes

such as multitenancy and virtualization

Heterogeneity in services The output of smart meters can provide

heterogeneous data which are essentially stored in

cloud-based platforms for further analysis in

future. These data must be accessible by the client

whenever required with a nominal time delay. To

enable such facilities, smart grid uses cloud;

however, connecting diverse categories of

intelligent edge gadgets directly to the cloud is a

challenging task
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and challenges of Fog computing in smart-grid systems. Fog computing,

when accompanied with most advantageous workload allocation schemes,

is capable of context-aware support in real-world applications, is responsible

for enhanced computational execution performance, and geo-distributed

intelligence in smart-grid environments.

Prognostic care is one of the essential issues of smart-grid IoT applica-

tions as both upstream and downstream sides power network is built on

the usage of costly utensils and infrastructure. Intelligent and smart technol-

ogies for supervising and energy management allow stakeholders to control

their belongings, forecast failure, and apply well-timed care.

The recent studies reported to Fog computing show its hidden potential

as a repository and computational model for emergent Internet-of-Energy

ecosystems, for example, smart grid. Considering few additional decisive

visions, the real-time experiments are become essential on smart grid archi-

tecture. The effectiveness of standard Fog computing model might be

upgraded by embedding selective intelligent sensors in the edge nodes.

Smart mobility management systems for data-producer and data-consumer

will potentially enhance the performance of Fog computing architecture.

Futuristic research scopes need to focus on the state-of-the-art smart-grid

implementations in the evolving world. Future researches should concen-

trate on determining the cost-efficacy of computation methodologies,

user-friendliness, data management, scalability, reliability along with secu-

rity, and privacy in order to improve the decisions of smart-grid engineers.

This study can be extended through the inclusion of other academic data-

bases to determine the feasibility of edge computing in smart grid.

References
Al-Ali, A. R., & Aburukba, R. (2015). Role of internet of things in the smart grid technol-

ogy. Journal of Computer and Communications, 3(5), 229–233. https://doi.org/10.4236/
jcc.2015.35029.

Alharthi, S. A., Johnson, P., & Alharthi, M. A. (2018). In IoT architecture and routing for MV and
LV smart grid 2017 Saudi Arabia smart grid conference, SASG 2017 (pp. 1–6). Institute
of Electrical and Electronics Engineers Inc. https://doi.org/10.1109/SASG.2017.
8356507.

Anjana, K. R., & Shaji, R. S. (2018). A review on the features and technologies for energy
efficiency of smart grid. International Journal of Energy Research, 42(3), 936–952. https://
doi.org/10.1002/er.3852.

Anvari-Moghaddam, A., Monsef, H., & Rahimi-Kian, A. (2015). Optimal smart home
energy management considering energy saving and a comfortable lifestyle. IEEE Trans-
actions on Smart Grid, 6(1), 324–332. https://doi.org/10.1109/TSG.2014.2349352.

Barik, R. K. (2017). FogGrid: Leveraging fog computing for enhanced smart grid network.
In 14th IEEE India council international conference (INDICON).

227Internet of things and fog computing application

https://doi.org/10.4236/jcc.2015.35029
https://doi.org/10.4236/jcc.2015.35029
https://doi.org/10.1109/SASG.2017.8356507
https://doi.org/10.1109/SASG.2017.8356507
https://doi.org/10.1002/er.3852
https://doi.org/10.1002/er.3852
https://doi.org/10.1109/TSG.2014.2349352
http://refhub.elsevier.com/B978-0-323-85536-5.00005-9/rf0030
http://refhub.elsevier.com/B978-0-323-85536-5.00005-9/rf0030


Bekara, C. (2014). Security issues and challenges for the IoT-based smart grid. Procedia Com-
puter Science, 34, 532–537. Elsevier B.V https://doi.org/10.1016/j.procs.2014.07.064.

Bharathi, C., Rekha, D., & Vijayakumar, V. (2017). Genetic algorithm based demand side
management for smart grid. Wireless Personal Communications, 93(2), 481–502. https://
doi.org/10.1007/s11277-017-3959-z.

Chen, M., &Hao, Y. (2018). Task offloading for mobile edge computing in software defined
ultra-dense network. IEEE Journal on Selected Areas in Communications, 36(3), 587–597.
https://doi.org/10.1109/JSAC.2018.2815360.

Deng, X., He, T., He, L., Gui, J., & Peng, Q. (2017). Performance analysis for IEEE 802.11s
wireless mesh network in smart grid.Wireless Personal Communications, 96(1), 1537–1555.
https://doi.org/10.1007/s11277-017-4255-7.

Elma, O., & Selamo�gullari, U. S. (2017). An overview of demand response applications
under smart grid concept. In 2017 4th International conference on electrical and electronic engi-
neering (ICEEE).

Gilbert, G. M. (2019). A critical review of edge and fog computing for smart grid applica-
tions. In International conference on social implications of computers in developing countries.

Goulart, A. E., & Sahu, A. (2016). Cellular IoT for mobile autonomous reporting in the smart
grid. International Journal of Interdisciplinary Telecommunications and Networking, 8(3), 50–65.
https://doi.org/10.4018/ijitn.2016070104.

Gungor,V.C., Lu,B.,&Hancke,G.P. (2010).Opportunities andchallenges ofwireless sensor
networks in smart grid. IEEE Transactions on Industrial Electronics, 57(10), 3557–3564.
https://doi.org/10.1109/TIE.2009.2039455.

Han, J., Choi, C. S., Park, W. K., Lee, I., & Kim, S. H. (2014). Smart home energy man-
agement system including renewable energy based on ZigBee and PLC. IEEE Transac-
tions on Consumer Electronics, 60(2), 198–202. https://doi.org/10.1109/TCE.2014.
6851994.

Hussain, M., Alam,M. S., & Beg,M.M. (2018). Fog computing in IoT aided smart grid transition-
requirements, prospects, status quos and challenges. arXiv preprint arXiv:1802.01818.

Hussain, M., Alam, M. S., & Beg, M. M. (2019). Feasibility of fog computing in smart grid
architectures. In Proceedings of 2nd international conference on communication, computing and
networking.

Hussain, M., & Beg, M. M. (2019). Fog computing for internet of things (IoT)-aided smart
grid architectures. Big Data and Cognitive Computing, 3(1), 8. https://doi.org/10.3390/
bdcc3010008.

Hussain, M. M., Beg, M. M. S., & Alam, M. S. (2020). Fog computing for big data analytics
in IoT aided smart grid networks. Wireless Personal Communications, 114(4), 3395–3418.
https://doi.org/10.1007/s11277-020-07538-1.

Jain, S., Vinoth, K. N., Paventhan, A., Kumar Chinnaiyan, V., Arnachalam, V., & Pradish,
M. (2014). Survey on smart grid technologies-smart metering, IoT and EMS. In 2014
IEEE students’ conference on electrical, electronics and computer science, SCEECS 2014IEEE
Computer Society. https://doi.org/10.1109/SCEECS.2014.6804465.

Kumari, A., Tanwar, S., Tyagi, S., & Kumar, N. (2018). Fog computing for healthcare 4.0
environment: Opportunities and challenges. Computers and Electrical Engineering, 72,
1–13. https://doi.org/10.1016/j.compeleceng.2018.08.015.

Kumari, A., Tanwar, S., Tyagi, S., Kumar, N., Obaidat, M. S., & Rodrigues, J. J. P. C.
(2019). Fog computing for smart grid systems in the 5G environment: Challenges and
solutions. IEEE Wireless Communications, 26(3), 47–53. https://doi.org/10.1109/
MWC.2019.1800356.

Li, L., Ota, K., & Dong, M. (2017). When weather matters: IoT-based electrical load fore-
casting for smart grid. IEEE Communications Magazine, 55(10), 46–51. https://doi.org/
10.1109/MCOM.2017.1700168.

Mugunthan, S., & Vijayakumar, T. (2019). Review on IoT based smart grid architecture
implementations. Journal of Electrical Engineering and Automation, 1, 12–20.

228 Janmenjoy Nayak et al.

https://doi.org/10.1016/j.procs.2014.07.064
https://doi.org/10.1007/s11277-017-3959-z
https://doi.org/10.1007/s11277-017-3959-z
https://doi.org/10.1109/JSAC.2018.2815360
https://doi.org/10.1007/s11277-017-4255-7
http://refhub.elsevier.com/B978-0-323-85536-5.00005-9/rf0055
http://refhub.elsevier.com/B978-0-323-85536-5.00005-9/rf0055
http://refhub.elsevier.com/B978-0-323-85536-5.00005-9/rf0055
http://refhub.elsevier.com/B978-0-323-85536-5.00005-9/rf0055
http://refhub.elsevier.com/B978-0-323-85536-5.00005-9/rf0060
http://refhub.elsevier.com/B978-0-323-85536-5.00005-9/rf0060
https://doi.org/10.4018/ijitn.2016070104
https://doi.org/10.1109/TIE.2009.2039455
https://doi.org/10.1109/TCE.2014.6851994
https://doi.org/10.1109/TCE.2014.6851994
http://refhub.elsevier.com/B978-0-323-85536-5.00005-9/rf0080
http://refhub.elsevier.com/B978-0-323-85536-5.00005-9/rf0080
http://refhub.elsevier.com/B978-0-323-85536-5.00005-9/rf0085
http://refhub.elsevier.com/B978-0-323-85536-5.00005-9/rf0085
http://refhub.elsevier.com/B978-0-323-85536-5.00005-9/rf0085
https://doi.org/10.3390/bdcc3010008
https://doi.org/10.3390/bdcc3010008
https://doi.org/10.1007/s11277-020-07538-1
https://doi.org/10.1109/SCEECS.2014.6804465
https://doi.org/10.1016/j.compeleceng.2018.08.015
https://doi.org/10.1109/MWC.2019.1800356
https://doi.org/10.1109/MWC.2019.1800356
https://doi.org/10.1109/MCOM.2017.1700168
https://doi.org/10.1109/MCOM.2017.1700168
http://refhub.elsevier.com/B978-0-323-85536-5.00005-9/rf0120
http://refhub.elsevier.com/B978-0-323-85536-5.00005-9/rf0120


Palanichamy, N., & Wong, K. I. (2019). Fog computing for smart grid development and
implementation. In IEEE international conference on intelligent techniques in control, optimiza-
tion and signal processing, INCOS 2019Institute of Electrical and Electronics Engineers
Inc. https://doi.org/10.1109/INCOS45849.2019.8951412.

Pant, V., Jain, S., & Chauhan, R. (2018). Integration of fog and IoT model for the future
smart grid. In 2017 International conference on emerging trends in computing and communication
technologies, ICETCCT 2017 (Vols. 2018-) (pp. 1–6). Institute of Electrical and Electron-
ics Engineers Inc. https://doi.org/10.1109/ICETCCT.2017.8280341.

Reka, S. S., & Dragicevic, T. (2018). Future effectual role of energy delivery: A comprehen-
sive review of internet of things and smart grid. Renewable and Sustainable Energy Reviews,
91, 90–108. https://doi.org/10.1016/j.rser.2018.03.089.

Ruan, L., Guo, S., Qiu, X., & Buyya, R. (2020). Fog computing for smart grids: Challenges and
solutions. arXiv https://arxiv.org.

Rusitschka, S., Eger, K., & Gerdes, C. (2010). Smart grid data cloud: A model for utilizing
cloud computing in the smart grid domain. In First IEEE international conference on smart
grid communications.

Singh, S., & Yassine, A. (2018). IoT big data analytics with fog computing for household energy man-
agement in smart grids (pp. 13–22). Springer Science and Business Media LLC. https://doi.
org/10.1007/978-3-030-05928-6_2.

Stojkoska, B. R., & Trivodaliev, K. (2018). Enabling internet of things for smart homes
through fog computing. In 2017 25th telecommunications forum, TELFOR 2017—
Proceedings (Vols. 2017-) (pp. 1–4). Institute of Electrical and Electronics Engineers
Inc. https://doi.org/10.1109/TELFOR.2017.8249316.

Wang, P., Liu, S., Ye, F., & Chen, X. (2018). A fog-based architecture and programming model for
IoT applications in the smart grid. ArXiv https://arxiv.org.

Wu, Y., Lau, V. K. N., Tsang, D. H. K., Qian, L. P., & Meng, L. (2014). Optimal energy
scheduling for residential smart grid with centralized renewable energy source. IEEE Sys-
tems Journal, 8(2), 562–576. https://doi.org/10.1109/JSYST.2013.2261001.

Zahoor, S., Javaid, S., Javaid, N., Ashraf, M., Ishmanov, F., & Afzal, M. K. (2018). Cloud-
fog-based smart grid model for efficient resource management. Sustainability (Switzer-
land), 10(6). https://doi.org/10.3390/su10062079.

229Internet of things and fog computing application

https://doi.org/10.1109/INCOS45849.2019.8951412
https://doi.org/10.1109/ICETCCT.2017.8280341
https://doi.org/10.1016/j.rser.2018.03.089
https://arxiv.org
http://refhub.elsevier.com/B978-0-323-85536-5.00005-9/rf0145
http://refhub.elsevier.com/B978-0-323-85536-5.00005-9/rf0145
http://refhub.elsevier.com/B978-0-323-85536-5.00005-9/rf0145
https://doi.org/10.1007/978-3-030-05928-6_2
https://doi.org/10.1007/978-3-030-05928-6_2
https://doi.org/10.1109/TELFOR.2017.8249316
https://arxiv.org
https://doi.org/10.1109/JSYST.2013.2261001
https://doi.org/10.3390/su10062079


This page intentionally left blank



CHAPTER NINE

Load forecasting using ANN
and their uncertainty effect on
power system reliability
Subhranshu Sekhar Puhan and Renu Sharma
Department of Electrical Engineering, ITER, SOA Deemed to be University, Bhubaneswar, India

1. Introduction

There is ever-increasing load demand on the present-day power

system, which faces highly varying loads on a daily basis. Load forecasting

analysis is required to assess the efficiency and performance of power sys-

tems. Power utilities are expected to supply dependable capacity to buyers.

Their decisions and styles will affect the benefit or loss of crores of rupees for

their associations/utilities and also customer satisfaction and future financial

interaction in their space. For proficient activity and arranging of the service

organization, right load forecasting is fundamental. To give clients contin-

uous and uninterruptible power supply, exact and accurate load forecasting

is the fundamental thing for the power system engineers (Moghram &

Rahman, 1989). Generally, for short-term load forecasting techniques, var-

ious factors are responsible such as weather factors (wind data, dew point,

and humidity), time series factors, consumer load usage, and the pattern

of load usage by consumers on holiday and working days. Different factors

responsible for load forecasting in the power system are discussed in Rothe

et al. (2010). There are several types of load forecasting, like very short-term

load forecasting, short-term load forecasting, medium-term load forecasting,

and long-term load forecasting. The load forecasting techniques vary

from some minutes to hours and to years and decades. There are different

techniques for load forecasting, out of which multiple regression-based

stochastic load forecasting technique is popular (Ruzic et al., 2003). In

short-term load forecasting (SLTF), time series factor rule is much crucial.

Implementation of load forecasting by time series method such as auto-

regressive integrated moving average (ARIMA) and autoregressive inte-

grated moving average with exogenous variables has been presented in

Electric Power Systems Resiliency Copyright © 2022 Elsevier Inc.
https://doi.org/10.1016/B978-0-323-85536-5.00002-3 All rights reserved.
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Haida and Muto (1994) and Charytoniuk et al. (1998). A fuzzy auto-

regressive moving average with exogenous input variables (FARMAX) at

some unspecified time in the future ahead of hourly load forecasting is pro-

jected by Yang and Huang (Shayeghi et al., 2015).With concern about neu-

ral network and the application of neural network in different fields, with

developments of expert systems and different learning methods to NN,

short-term load forecasting (SLTF) has been done (Ranaweera et al.,

1996). With the advancement of expert system NN and gray system theory

(Tayeb et al., 2013), SLTF gives satisfactory results. To get smart forecasting

results, day-type data should be taken into consideration. A technique to

construct the various ANNs for everyday type and feed every ANN with

the corresponding day type training sets was discussed in Khotanzad et al.

(1997). The effects of load forecast uncertainty in power system reliability

assessment incorporating changes in system composition, topology, and load

curtailment policies have been discussed by Abdel-Karim et al. (2014). The

next section of this chapter is organized as follows, purpose of load forecast-

ing and classification is described in Section 2. Section 3 deals with ranking

of input data by analysing performance index, Section 4 deals with different

ANN Based load forecasting techniques. In this manuscript Section 5

describes the LEVENBERG-MARQUARDT solution methodology,

Sections 6 and 7 deals with Load forecasting uncertainties and their effect

on power system reliability and results respectively. The last section in this

manuscript deals with conclusions.

The main contribution of authors toward this chapter is as follows:

• Application of accurate load forecasting using ANN techniques with

sensitive weather data.

• Ranking the weather data according to performance index based on

Fuzzy logic

• Select the top-ranking data for ANN application and remove the redun-

dant set of data.

2. Purpose of load forecasting and classification

The need of load forecasting in power systems basically deals with the

following:

• Power system planning.

• Exact information about the load.

• Power grid expansion.

• Marketing strategy of power grid.

• Load shedding curtailment.
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The forecasting techniques can be classified into mainly three types, extrap-

olation, correlation, and a combination of both extrapolation and correla-

tion methods used. The above-mentioned forecasting techniques can be

differentiated into deterministic, probabilistic, and statistical methods. The

extrapolation method generally deals with curve fitting techniques, whereas

the correlation approach generally relates the relationship between the

dependent and independent variables. The correlation approach is most fea-

sible as compared with the extrapolation method because in correlation

methods the forecaster may get a rough idea between the load forecasting

and the measurement variables. Classification of load forecasting can be clas-

sified into four types such as:

• Very short-term load forecasting

• Short-term load forecasting (STLF)

• Medium-term load forecasting (MTLF)

• Long-term load forecasting (LTLF)

The load forecasting techniques can be classified into different categories

according to the prediction of load in different time intervals (Table 9.1).

If the load is forecasted in a short span of time for let minute basis, then

it is a very short-time load forecast, and if it is on an hourly basis, then it

is called short-time load forecasting. In long-term forecasting, the load is just

forecasted for some year basis or on decade basis also.Within the deregulated

economy, the behavior of the consumer, weather prediction data, and the

holiday profile of the year present a most valid discussion for short-term load

forecasting (SLTF) and very short-term load forecasting. Predicting load

forecasting in quick succession is a cumbersome task for power system

Engineers.

Nowadays, researchers are more focused on ANN-based methods and

support vector-basedmethods to predict the SLTF. The advancement of sta-

tistical learning theory enhances the predictability rate of support vector

machines. Generally, the end-user model and econometric model are

followed by the power system Engineers to study the medium-term and

long-term load forecasting methods. In the end-user model, various factors

such as customer use, size, and age group of customers are generally

Table 9.1 Categorization of load forecasting.
Nature of forecast Forecast interval Application

STLF Seconds, minutes, hours Unit commitment

MTLF Few days, weeks Seasonal peak

LTLF Year basis, sometimes decades Power system planning
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considered. In the econometric method, least-square error method and

other statistical method are used to interrelate the dependent and indepen-

dent variable.

3. Relative ranking of input data by analyzing
performance index

To reduce the effect of masking and the mis-ranking, generally Fuzzy

logic-based performance index is used. Here, we have used Fuzzy logic-

based performance index based on two objective criteria based on wind

speed and humidity. Table 9.2 shows the relation between linguistic variable

and wind speed variation and Table 9.3 shows the relation between linguis-

tic variable and humidity level.

The performance index in a general term can be written as mentioned in

Prasad et al. (2020)

PI ¼
Xn

i¼1

Wi

2n
f Zð Þ2n (9.1)

where f(Z) is a linear function, which depends on the square of the difference

of actual load and specified load in a particular slot and Wi denotes weight

factor combined in each slot.

Dw di ¼ 2Δwdi
wdimax � wdimin

(9.2)

where Dwdi, wdimax, wdimin are wind deviation in ith slot, maximum and

minimum wind deviation, respectively, from base speed.

The performance index related to wind speed will be calculated

according to Eq. (9.3).

Table 9.2 Relation between linguistic variable and wind speed variation.
Linguistic variable S M L VL

Dwd 0–0.2 0.2–0.6 0.6–1.04 1.04+

Table 9.3 Relation between linguistic variable and humidity level.
Linguistic variable S M L VL

MI 0–0.24 0.24–0.6 0.6–1.4 1.4+
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P Iwd ¼
Xn

i¼1

Wi

2n
�Dw di (9.3)

These normalized deviations are arranged in a Fuzzy logic network like

mentioned in the below table using fuzzy set notations like S (small), M

(medium), L (large), and VL (very large).

To include the effect of humidity, the following equation is used:

NMAð Þi ¼
MHð Þi �Hb

MHð ÞB �Hb

(9.4)

where

(NMA)i is the normalized humidity level,

MHi andMHB are maximum humidity in slot i and maximum humidity

in base case.

Hb signifies humidity in base case

MI ¼ 1�NMA (9.5)

PIH ¼ K �MI (9.6)

Total performance index can be calculated as,

P I total ¼ P Iwd + G � P IH (9.7)

4. ANN-based load forecasting techniques

ANNs are modern artificial intelligence models that solve nonlinear

functions, data sorting, pattern recognition, optimization, prediction,

modeling, system identification, forecasting, management, and simulation

very well. ANN-based techniques give the best result when there are uncer-

tainties in the model and when there are nonlinearity dynamics present in

the situation. As the present demand for load forecasting is of an uncertain

nature, the application of ANN in load forecasting (SLTF) is much suitable.

There are various parameters responsible for the design of ANN, like the

selection of hidden layers, the selection of input parameters, and the training

method. The number of hidden layers off course enhances the predictability

of the data set but choosing the number of hidden layer clearly depends on

the data set used. Here, we have used one hidden layer, and one input and

output layer both, that is, we have used multilayer perceptron-based ANN.

The activation function used can also play a significant role in the ANN
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design procedure. To illustarate such multilayered feed-forward networks

possessing, an auxiliary layer is considered between the input layer and

the output layer. The hidden neurons present within the middle layer were

considered for computational purposes.

5. LEVENBERG-MARQUARDT solution methodology

There are generally five steps to be followed for LEVENBERG-

MARQUARDT training purposes.

1. Data collection.

2. Data handling and preparation.

3. Network structure design.

4. Training method used for training purposes.

5. Validation of the training data.

In the data preparation stage, to free the data from any bias present in the

input data, the data need to be processed by scaling the input data set and

setting the various parameters like mean standard deviation and a central ten-

dency for the training data set. In the network structure design stage, mul-

tilayer feed-forward techniques are used. The number of the input node

used is generally decided by the number of input parameters taken into

study. Here, we have taken the load historical data, the wind data, and

the humidity data near to Dadri, Delhi area (refer Humidity with load

data, n.d.; Wind data, n.d.); hence, the total number of nodes used in input

is three (3).

The next and final step in the ANNdesign is to training the network, and

to just do away with changing the association of weights. Training of an

ANN network is just an iterative solution to change the associated weight

in a comprehensive manner. LEVENBERG-MARQUARDT is an opti-

mized solution method to optimize the performance indices associated with

weights.

The performance index used for the LEVENBERG-MARQUARDT

training method is:

F wð Þ ¼
Xp

p¼1

Xk

k¼1
dkp �Okp

� �2h i
(9.8)

where dkp, Okp stands for the measured and standard weight between k and

P node.
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Levenberg Marquardt algorithm consolidates the speed of Gauss-

Newton’s method and also the stability of the error back propagation algo-

rithm during training.

The update in weight in the next layer is as follows:

Δw ¼ JT J + μw
� ��1

� �
+ JT e (9.9)

where J is the Jacobian matrix and μ is the learning rate parameter, e is

the error.

Once the μ value is small, the weight updation follows the Gaussian

method, and if μ is large, it follows Newton’s method.

J ¼
∂F x1,wð Þ

∂x1

∂F x1,wð Þ
∂w

∂F xn,wð Þ
∂xn

∂F x1,wð Þ
∂w

2
664

3
775 (9.10)

6. Effect of load forecast uncertainties on reliability
of power system

Load forecast uncertainty can be described by a probability distribu-

tion whose parameters can be estimated from past experience and future

considerations. To accommodate probability distribution function, as it is

difficult to obtain comprehensive information about the historical load data,

normal distribution of continuous random variables is preferred. The

approximation value of load distribution can be obtained by tabulating

the normal distribution or by just applying interval method.

Some of the researchers are also introducing Monte Carlo simulation

packages to test the effect load forecast uncertainties in bulk electric power

system.

The tabulating procedure for introducing normal distribution to the

probability distribution and the sampling methods are the best described

methods in literature (Abdel-Karim et al., 2014). In the tabulating method,

the probability distribution function is divided into P equal intervals.

F xið Þ ¼ i� 0:5

P
(9.11)

where xi is a random number which is normally distributed havingmean of 0

and standard deviation of 1.
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xi ¼ F�1 i� 0:5

N

� �
(9.12)

xi ¼
�Z 0:5 > xi

0 xi ¼ 0:5

Z xi � 0:5

8><
>: (9.13)

z ¼ w �
X2

i¼0
ci � wi

1 +
X3

i¼1
ci � wi

(9.14)

w ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2 ln q

p
(9.15)

q ¼ 1� F xið Þ 0:5 � F xið Þ < 1

F xið Þ 0 < F xið Þ < 0:5

	
(9.16)

RMSE ¼ 1ffiffiffiffiffi
N

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

i¼1
loadactual � loadForecastð Þ2

q
(9.17)

The weight of the value of c and d coefficients are taken from Abdel-Karim

et al. (2014).

7. Result and discussion

Wind speed deviation and humidity deviation performance indexes

are ranked for different slots, and the loads are predicted for those slots using

LEVENBERG-MARQUARDT-based algorithm. To predict the load for

the different slots according to the ranking, the sample weather and load data

of May and June months of the past 6years (2008–13) are used. For that,

equivalent days of Friday are identified to be Monday, Tuesday, Thursday,

and Friday. So, in total, we have 255 data points. Of these data points, 80%

have been used for the training purpose, 10% for validation, and the

remaining 10% for testing. Tables 9.4 and 9.5 depict the ranking of various

slots with performance indices for wind and humidity data obtained from

Fuzzy logic network, respectively, and the details of total performance index

(mentioned in Table 9.6) is calculated using Eq. (9.9). The wind speed data

are taken from the Indian Metrological department and the load profile data

with humidity is taken from the SLDCDelhi region for the time frame. Dif-

ferent slots of humidity and wind data are taken along with load and Fuzzy

logic linguistic variable used to eliminate the less significant data.

The probability uncertainties are calculated using Eqs. (9.7)–(9.9) men-

tioned above for five different slots as depicted in Eqs. (9.11)–(9.16). The
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probability of uncertainties for five different slots according to ranking is

illustrated in Table 9.7.

Fig. 9.1 shows the error histogram with 20 bins. The top 20 ranks are

tested with the help of ANN and the error histogram details are plotted.

The gradient and rate of learning for different epoch and also the valida-

tion check of all epoch used in ANN tool box is plotted in Fig. 9.2. Sim-

ilarly, the training, testing, validation, and overall three of the phases is

Table 9.4 Ranking of various wind slot with performance index.
Rank Slot No.

1 25 499.778

2 36 396.824

3 28 259.333

4 40 147.356

5 37 142.556

Table 9.5 Ranking of various humidity slot with performance index.
Rank Slot No.

1 25 329.738

2 37 286.224

3 40 052.163

4 41 046.389

5 36 042.245

Table 9.6 Ranking slot with total performance index.
Rank Slot No.

1 25 309.632

2 37 316.124

3 41 252.123

4 40 142.089

5 32 142.147

Table 9.7 Probability of uncertainties in load forecasting.
Slot i50 i51 i52 i53 i54

Random number 1 2 3 4 5

Probability pi ¼ 0.086 pi¼0.09814 pi ¼ 0.092 pi ¼ 0.029 pi ¼ 0.708
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Fig. 9.1 Error histogram with 20 ranks. (No permission required.)

Fig. 9.2 Gradient, rate of learning and validation check plot for different epoch. (No per-
mission required.)
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plotted with regression analysis. The best suited regression coefficient is

found to be around 0.88132 as depicted in Fig. 9.3.

Finally, the actual load on different slot ranked according to Fuzzy logic-

based performance index along with RMSE error is tabulated in Table 9.8.

The RMSE value is calculated after getting the forecasted data and substitut-

ing the same in Eq. (9.17).

Fig. 9.3 Training, testing, validation phases of ANN using suited R value. (No permission
required.)
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8. Conclusion

Short-term load forecasting (STLF) has been predicted for a

15-minute slot, which is according to the ranking done by Fuzzy logic based

Performance index. This chapter discusses the STFL prediction along with

RMSE error by allocating a normal PDF function. The load data are

predicted by taking the weather prediction data (wind and humidity data

near Dadri region). The reliability analysis of STFL uncertainties on bulk

electric power systems are also discussed by using some normal

distribution-based PDF function.
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CHAPTER TEN

Cost-benefit analysis for smart
grid resiliency
Sonali Goel and Renu Sharma
Department of Electrical Engineering, Institute of Technical Education and Research, Siksha ‘O’ Anusandhan
(Deemed to be University), Bhubaneswar, India

1. Introduction

Apart from the growing concern about the critical need for improved

resilience in the energy sector, there is no uniform framework for assessing

resiliency levels or exploring potential improvement options. Although

high-and low-frequency events cannot be prevented, the goal of resiliency

damage prevention, recovery, and survival is to reduce the associated costs.

Governments and public authorities use the cost-benefit analysis method to

measure societal benefit for investment in different projects and policies.

Typically, it is used to plan and present costs and benefits, as well as inherent

tradeoffs, for estimating the economic efficiency of a project (Proag & Proag,

2014). Before building or undertaking a new project, prudent managers

undertake a cost-benefit analysis to assess all of the project’s possible expenses

and revenues. The study’s findings will decide whether the project is finan-

cially viable or whether the company should pursue another initiative. Cost-

benefit analysis (CBA) is important during project design to detect early

implementation issues such as cost and financial feasibility, as well as to

see whether an alternative design might have a larger impact per capita spent.

CBA models generate projections over some time of analysis of 10–20years
from the start of a project/activity, which is important for determining the

investment’s long-term viability. This chapter describes the influence of

resilience on the economics of solar photovoltaic system systems for com-

mercial buildings.

1.1 What is resiliency and why it is important
Resiliency is the ability of the power system to withstand, respond, and

recover from a catastrophic event. These types of events can be caused by

environmental threats and human threats, such as cyber security attacks.

Electric Power Systems Resiliency Copyright © 2022 Elsevier Inc.
https://doi.org/10.1016/B978-0-323-85536-5.00008-4 All rights reserved.
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The electric power system resiliency is threatened by extreme weather

events and natural catastrophes, such as hurricanes and tornadoes, flooding

and sea level rise, earthquakes and consequent tsunamis, severe wildfires,

drought, or heatwaves, and severe wind storms. Recent severe weather

events have wreaked havoc on electric infrastructure, leaving consumers

without electricity and, in some cases, without clean water, food, or fuel

for heating or transportation. A hazard is an actual exposure to something

of human importance to a threat and is often considered as a combination

of probability and loss. It is a potential threat to human and their wellbeing,

and the probability of such occurrence is known as risk (Proag & Proag,

2014). Resiliency is an important concept in finding a flexible framework

for benefit-cost analysis that can assist in assessing and prioritizing

investments.

This chapter is organized into different sections. Section 1 presents the

introduction to resiliency, whereas Section 2 presents the elements of a

resiliency framework. The cost-benefit analysis tool is presented in

Section 3. Section 4 presents the approach for cost-benefit analysis of a

project. Section 5 describes the cost-benefit analysis advantages, whereas

Section 6 discusses the use of resiliency in a project. The economic anal-

ysis of a PV system is discussed in Section 7 followed by a conclusion in

Section 8.

2. Elements of resilience framework

The elements of a resilience framework are shown in Fig. 10.1.

2.1 Cost-benefit analysis framework
Cost-benefit analysis is a methodology used by companies to estimate the

likely costs and benefits of potential projects. CBA uses several tools for

addressing uncertain outcomes and values, including sensitivity, probability,

and break-even analysis (Makowsky & Wagner, 2009). There are four

approaches used to determine the CBA. These are Engineering Estimate,

Parametric Modeling, Analogy Estimating, and Delphi Method. Parametric

Modeling and Engineering Estimates are generally used in an engineering

environment. Both of these techniques share the same approach

(Misuraca, 2014). The cost-benefit analysis framework is shown in Fig. 10.2.
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Fig. 10.1 Elements of a resilience framework. (No permission required.)

Fig. 10.2 Cost-benefit analysis framework. (No permission required.)



3. Cost-benefit analysis tool

Cost-benefit analysis is one of the most important tools for perfor-

mance appraisal. Cost-benefit analysis is best suited for small to medium pro-

jects that do not take long to complete. In these cases, analysis can guide

those involved in making the right decisions. However, large-scale long-

term projects can be problematic in terms of cost-benefit analysis (CBA).

Cost-benefit analysis in project management aims to provide an orderly

approach to find out the pros and cons of a project, including investments,

activities, market needs, and expenses. CBA provides an alternative to deter-

mine the best approach for achieving the target while saving on the invest-

ment. CBA has two primary purposes:

To decide whether the project is sound, justifiable, and viable by decid-

ing whether its benefit prevails over cost.

To provide a benchmark for project evaluation by assessing the

advantages of which project are greater than its costs.

Cost-benefit analysis as a tool is shown in Fig. 10.3.

There are other factors, such as inflation and interest rates, that affect the

accuracy of the analysis. There are other ways to complement the CBA in

evaluating major projects, such as net present value (NPV) and internal rate

of return (IRR). Compiling a detailed list of all the costs and benefits con-

nected with the project or choice should be the first step in a cost-benefit

analysis. However, the use of CBA is an important step in deciding which

project to pursue. Once the cost and benefit have been calculated, there are

Fig. 10.3 Cost-benefit analysis as a tool. (No permission required.)
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various ways to compare them to determine the project’s cost effectiveness.

In a conventional benefit-cost analysis, investments that can be evaluated by

comparing the costs and benefits expressed in the present value method

make the comparison more accurate. If the costs or benefits are not known

with certainty, then the analysis should account for this in terms of expected

risk (Landau, 2021).

4. Cost-benefit analysis approach

There are different approaches for assessing a project’s cost-benefit

analysis. They are:

• Define project

The initial costs of each of the measures proposed are examined in this

chapter. Although designing and building a more robust system will

always cost more, this initial investment may result in cost savings in

the long run. Reduced operation and maintenance costs, decreased

repair costs, and shorter system downtimes, for example, might all con-

tribute to lower lifespan costs. Although the focus is on extreme weather

zones, many of the design concepts might help other areas become more

resilient.

Various approaches for conducting cost-benefit analysis are shown in

Fig. 10.4.

• What are the project goals and objectives?

The first step is the most critical, because a clear and concise idea is

required before we can determine whether a project is worth the effort.

Fig. 10.4 Various approaches in conducting cost-benefit analysis. (No permission
required.)
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We need a straightforward and brief understanding of what we are

going to do before we can determine whether a project is worth the effort.

• What are some alternatives?

We need to equate the existing project with other projects before we

decide whether a project is right and see which way to go.

• Who are the stakeholders?

We have to find out the list of all the stakeholders in the project.

• What measurements do we use?

For calculating all costs and benefits, we need to decide about the

matrices that we will use. Also, how are such metrics going to be

reported? We can generate multiple project reports with a single click,

including project status reports, variance reports, and many more, with

the “ProjectManager.com” website.

• To find out the outcome of the cost and benefit.

We have to find out what are the total costs and what are the benefits

of doing a project over a significant period.

• What is the discount rate?

The discount rate indicates the changing value ofmoney over time. It is

equivalent to the amount of money that we could make from the capital if

we invest it in a bank or other financial investment other than investing in

power plants. It represents how much any future amount is discounted or

reduced to make its corresponding equal amount today. The discount rate

is similar to an interest rate but may not be equal to the interest rate.

• What is the NPV of a project?

TheNPVof a system is the present value of all the investment costs that

it incurs during its lifetimeminus the present value of all the revenue that it

earns over its lifetime.Costs include capital costs, replacement costs,O&M,

fuel costs, emissions penalties, and the costs of buying power from the grid.

Revenues include earning from salvage value and from electricity sales to

the grid; it is givenbyLin et al. (2011). In otherwords,NPV is calculated by

subtracting the present values of all investment costs from the present values

of all benefits (revenue) (Sowe et al., 2014).

NPV of the project is given by (Goel et al., 2021)

NPV ¼�S+
CF1

1 + rð Þ1 +
CF2

1 + rð Þ2 +
…+

CFn

1+ rð Þn¼�S+
Xn
j¼1

CFj

1+ rð Þj

where

S¼capital investment of PV system.
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r¼ annual discount rate.

CFj¼net cash inflow in the year j.

Simply, it is calculated by (Goel et al., 2021)

NPV ¼ �Initial cost

+ PV Electricity income�Operating and main cost�½
Inverter and component replacement + Salvage value�

In other words, NPV is calculated by subtracting the present values of

all investment cost from the present values of all benefit (revenue).

NPV ¼ Present value of benefit� Present value of cost

NPV of a project indicates the acceptance criterion, and the benefit

earned should always be greater than investment costs. The NPV should

always be a positive value.

• Benefit-cost ratio

Risk to resilience project mainly focuses on the benefit to cost (B/C)

ratio or BCR. Benefit-cost ratio is the ratio of the total present value of

the benefit to the present value of all cost investment. If the BCR is

greater than 1, the project is considered a profitable venture. A

benefit-cost ratio can be used to describe the overall relationship

between a proposed project’s relative costs and benefits.

• Payback period

Payback period (PBP) is the number of years required for an invest-

ment to be recovered from the net cash flow from benefit.

Payback period ¼ Total cost of the Plant

Net benefit per year
(10.1)

• Risk analysis

Risk transfer is a risk management and control strategy that involves

the contractual shifting of a pure risk from one party to another. Risk

transfer measures typically require a consistent annual payment, for

example, insurance premium guaranteeing financial security in case of

an event. These costs can usually be determined directly because market

prices exist for cost items such as labor, materials, and other inputs. Some

uncertainty in this estimate usually remains as the price for inputs and

labor may fluctuate. Most often, project appraisal documents make

allowances for such potential fluctuations by varying cost estimates by

a certain percentage when appraising the costs.
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Key information needed for the detailed cost-benefit analysis on risk

management measures includes (i) The exact type of the option under

consideration, (ii) its expected lifetime, (iii) costs of investment and its

operating costs, (iv) planned sources of financing, (v) additional future

benefits and its impact.

• Perform sensitivity analysis

Sensitivity analysis is a common method used to measure the risk of

the project by identifying the critical input parameter. The main step in

conducting a sensitivity analysis is to define the objective of the problem

followed by the identification of which parameters will be taken into

account.

• What we should do?

After collecting all the data, the final step is to make a recommenda-

tion based on analysis.

5. Cost-benefit analysis: Advantages

Cost-benefit analysis is a popular tool with the following advantages

(Cost-benefit analysis: Advantages, limitations, examples, and relevance,

2019).

1. Complex decisions of a project can be made simpler by cost-benefit

analysis.

2. The cost and benefit listing helps the analyst define each cost and benefit

and review them later.

3. It determines whether the benefits outweigh the costs and whether they

are financially sound and supportive.

4. Huge profit can be made through CBA, which makes things easier.

5. CBA is suitable for both large and small projects.

6. CBA decides by looking at the figures presented in the same unit.

6. Why we are using resiliency in a project?

Every project is designed for a certain period, and this design must

ensure that it should serve its purpose without enduring any life and prop-

erty. The cost-benefit analysis may be best used to describe the effectiveness

of a project ensuring that there are alternatives in making investment deci-

sions during the early phase of its life cycle. CBA helps in addressing the cost

estimation, effectiveness, and efficiency in making an investment decision

for a project. It also examines the measures and the methodology used to
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develop a CBA, addresses the accuracy and reliability of CBA, and identifies

techniques available to support decision-making in the early phase of a pro-

gram’s lifecycle (Misuraca, 2014).

All power system infrastructure is vulnerable to severe weather; never-

theless, there are benefits to using solar PV as a robust power source, such as

its distributed nature and lack of dependency on fuel. To fully take advan-

tage of these benefits, solar arrays must be built and constructed in such a

way that they have the best chance of surviving severe weather events and

producing power thereafter. Because solar PV has grown and developed so

quickly, and the industry has become so competitive, standard design,

engineering, and construction practices are frequently neglected in the

pursuit of lower upfront costs and faster project completion. It’s also crit-

ical in maintaining a high standard of maintenance. New, stronger, and

clearer standards in general might help to support and drive the PV indus-

try toward more robust system design. Most significantly, while calculating

the costs of surviving severe weather events, the costs of system damage or

entire loss at the hands of a storm must be weighed against the high costs of

system damage or total loss. This chapter helps in assisting a PV system in

surviving a severe weather event or minimizing storm-related damages.

We can’t anticipate all of the failure modes and environmental circum-

stances that a system will experience during its lifespan; therefore adopting

the recommendations in this study does not guarantee that the system will

survive. The value resilient power systems can provide during and after

severe weather occurrences is becoming increasingly significant. Severe

weather-prone regions could benefit from resilient solar PV. As a resilient

power source, solar PV offers several advantages. However, to be effective

as a resilient power solution, it must be able to survive the weather event. It

must be designed, installed, and maintained to a higher standard for its sur-

vival. Although doing so will almost certainly increase the cost, the advan-

tages may outweigh the costs in many situations. In high-wind conditions,

modules are subjected to periodic uplift, causing them to bend within their

frames and away from their mounting fixtures. If the uplift pressure is high

or persistent enough, the modules may be damaged or the glass top sheet

may break.

6.1 Chances of occurrence of failure of a project
The probability of occurrence can let us know whether the work done

would be enough or will they offer the protection/resilience for which they

are designed. The only method that can offer such quantitative information
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on the prioritization of risk assessment and climate adaptation choices is by

cost-benefit analysis.

The probability of failure of a project during its life time is given byMays

(2004).

If we are taking P as the probability of the occurrence of an event (It may

be rainfall, earthquake, building structure, and bridges collapse), then,

1� Pð Þ ¼ Probability that the event will not happen 1� Pð Þ 1� Pð Þ
¼ Probability that the event will not occur in two

succesive years 1� Pð Þ 1� Pð Þ 1� Pð Þ
¼ Probability that the event will not occur in three succesive years

1� Pð ÞN ¼ Probability that the event will not occur in a span of N

succesive years

The risk (R) or the probability that the event will occur over a period of

N years is given by, R¼1� (1�P )N. The probability P is given by P ¼
1
Tr
. For return periodTr and various span of yearsN, the risk (R) that an event

with a given return period will be equal to or exceeded over a span of

N years.

When calculated, the risk that the event is reached or skipped over a

while decreases with increasing return time. This effect is often used in

the construction of large buildings. There is also an increase in costs by con-

sidering the structure of the building in the long run. However, this should

be done to prevent disasters that cause loss of life and property (Chow

et al., 1988).

Many codes of practice indicate that one of the reasons for choosing a

return period of 50years has been that the average lifetime of most buildings

and structures is near 50years. The use of better materials improves the life of

buildings and structures. Generally, the drains or bridge culverts have a lon-

ger life (Proag & Proag, 2014).

The probability of occurrence can let us know whether the work done

would be enough or will they offer the protection/resilience for which they

are designed. The risk that the event is reached or skipped over a period of

time decreases with increasing return time. The protection against such

threats is concerned with system resilience. When the return period is a lon-

ger one, hazards are more serious (Elsworth & Van Geet, 2020).

In this study, we take an example of a solar PV plant. The study gives,

1. An early assessment of the increased costs associated with PV system

events that occur under extreme weather conditions.
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2. Encourage a greater consideration of the site environmental conditions

and extreme weather events a PV system is likely to encounter over its

operational lifetime.

3. Serve as a resource for developers, site operators, investors, and code and

standard developers, among others, who are implementing systems under

extreme weather conditions.

4. Installation of more resilient PV systems.

5. Lay the foundation for future work so that the costs of installing resilient

PV systems may be more accurately estimated.

Solar photovoltaic (SPV) power offers several benefits as a resilient power

source, including the capacity to provide power following a natural disaster.

Although solar panels can withstand harsh weather, in some cases, systems

are damaged and unable to generate power (Hotchkiss, 2016). PV systems

must remain operational to act as resilient power sources. Building a

system that is more likely to withstand a strong storm might be more expen-

sive than building one that meets less stringent standards. Various practices

can improve the chances of surviving a severe weather event of a PV system

(Burgess & Goodman, 2018; Robinson, 2018). Strong foundations are

required for solar PV plant designs to minimize high-wind damage. Another

factor to consider is that solar power cannot generate electricity prior, dur-

ing, or immediately after strong storms. How a solar PV project can be useful

is provided below as an example.

7. Economic analysis of a photovoltaic system

The life cycle cost (LCC) of a 3.4-kW proposed grid connected SPV

systemwas studied in severe weather conditions. The LCC of this PV system

was carried out by present value method and embodied energy basis. All the

capital investments, including the replacement cost of components and

repair and maintenance cost, were converted to the present value by con-

sidering a discount rate of 10.62%. In addition to this discount rate, a price

escalation rate of 5.72% was taken into consideration for repair and main-

tenance costs only due to the escalation of labor costs over the years. The

project life was taken as 25years and was considered by referring to the pre-

vious kinds of literature. The photovoltaic system is analyzed to find its via-

bility for its cost economics. The LCC of a standalone solar PV system

consists of total capital investment (C), its O&M, and replacement cost of

inverter and components. The initial investment (C) is the sum of the cost

of each part of the PV system, that is, PV array, inverter, control unit, battery
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and miscellaneous (electric cable, out house, etc.), including transportation

and installation (Indicators—World Bank Data, n.d.). The operation and

maintenance cost includes repair and scheduled maintenance costs per year.

The following assumption and costs were considered for analysis. The dis-

count rate, escalation rate, and energy tariff are taken as per the recommen-

dation of the Odisha Electricity Regulatory Commission (OERC) for solar

PV projects (Annual report-2012-13—OERC, 2014).

Three different types of investment costs are involved in PV power sys-

tems. These are:

Initial capital cost for installation of PV power system.

Recurring cost to be incurred every year for repair, operation, and

maintenance.

Nonrecurring cost to be incurred at regular intervals for replacement of

components after their life period.

7.1 Assumption taken for the PV system
Life period of PV project: 25years.

Discount rate: 10.62% (Annual report-2012-13—OERC, 2014).

General inflation for O&M cost: 5.72% (Annual report-2012-13—

OERC, 2014).

Salvage value: 0.

Maintenance cost: 2% of capital cost (Padmanathan et al., 2017) (calcu-

lated on capital cost excluding array structure and installation cost).

Life of battery: 5years.

Life of inverter: 15years (Fthenakis et al., 2011).

Electricity tariff: INR 5.30/kWh.

Solar energy tariff for grid connected PV system: INR 11.23/kWh for

12years.

INR 6.81/kWh for 13years (Annual report-2012-13—OERC, 2014).

7.2 Capital cost of the PV system
The total cost of installation of the PV system is given in Table 10.1.

7.3 Energy generation from PV system
Total life cycle energy generation by the PV system is 3.36kWp�
4.62kWh/m2 day�365days/year�25years¼141,650kWh and energy

generation per year is 5666kWh.
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7.4 Maintenance cost
Maintenance cost¼2% of INR (470,206�128,086)¼ INR 6842/year.

7.5 LCC of a grid-connected PV system
The annual revenue to be obtained from the sale of electricity to the state

grid in case of a grid-connected PV system was computed by considering

an energy tariff of INR 11.23/kWh for first 12years and thereafter INR

6.81/kWh for the next 13years.

The lifecycle benefit of PV system with domestic tariff and grid con-

nected tariff is shown in Table 10.2.

7.6 Benefit-cost ratio (BCR)
If the benefit-cost ratio is greater than 1, the project is considered a profitable

venture. The benefit-cost ratio at 10.62% discount rate is:

Table 10.1 Total capital cost involved in a PV system.

Array cost (280W�12 nos): (3.36kWp¼3.4kWp) INR 141,120

Battery cost (2V, 340Ah, 24 nos): INR 136,000

Inverter cost: INR 46,000

Controller cost: INR 19,000

Array structure and installation: INR 128,086

Total: INR 470,206

Table 10.2 Lifecycle benefit of the PV system (project life: 25years).

Parameters

Grid-connected system

1st 12years Next 13years

Annual energy

generation,

kWh/year

5666 (supply to grid) 5666 (supply to grid)

Energy tariff, INR/

kWh

11.23 6.81

Annual revenue,

INR/year

63,629 38,585

Multiplication

factor

[(1+ r)n �1]/r(1+ r)n¼6.61 for

n¼12years

[(1+ r)n�1]/r(1+ r)n

6.88 for

n¼13years

Present value of

benefit, INR

420,689 (at base year 2014) (PV12)

79078 (at base year 2014) (PV13)

by multiplication factor 1/(1+ r)n

265,497 at 12th year

(PV12+PV13) 499,767
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As the BCR is less than 1, the project is considered to be a nonprofitable

project.

Grid connected system BCR¼present value of benefit/present value of

cost¼4, 99,767/4, 48,569¼1.11.

The present values of all revenue generated (benefit) and the present

values of all investment (cost) of a similar grid-connected solar PV system

at a discount rate of 10.62% will be INR 448,569.

As the BCR is more than 1, the project is considered to be a profitable

project based on an economic point of view. So, grid-connected PV sys-

tem is a profitable one.

8. Conclusion

Cost-benefit analysis is based on future predictions that may or may

not come true. As a result, CBA models include a significant amount of

uncertainty. CBA models can account for uncertainty and variability like

natural disasters and fluctuation in price. Sensitivity analysis is used in a

CBA model to evaluate the model’s underlying assumptions and see how

changing these assumptions affects the outcome of the project. This chapter

also provides recommendations for assisting a PV system in surviving a

severe weather event or minimizing damages caused due to storm. Solar

PV that is resistant to severe weather might help regions that are prone to

severe weather. However, to be useful as a resilient power solution, the sys-

tem must be able to withstand a weather event.
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