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Abstract—Optical technologies are the foundations supporting
the current telecommunication network backbones due to the
high speed transmissions achieved in fiber optical networks.
Traditional optical networks consist of a fixed 50 GHz grid,
resulting in a low optical spectrum (OS) utilization, specifically
with transmission rates above 100 Gbps. This issue is magnified
when network resilience capabilities are required. For instance,
proactive protection solutions such as Dedicated Protection (DP)
are widely used because of their low recovery time. However,
a significant drawback of DP is its high utilization of optical
bandwidth. Recently, optical networks are undergoing significant
changes with the purpose of providing a flexible grid that can
fully exploit the potential of optical networks. This has led to
a new network paradigm termed as Elastic Optical Networks
(EON). Moreover, a novel strategy referred to as network coding
(NC) has been proposed with the aim of improving network
throughput. In this paper, we propose a proactive protection
scheme so-called E-DPNC* that combines both the advantages
concerning network throughput offered by EON and NC, and the
low recovery time of a DP scheme, in order to enable network
resilience against optical link failures while also reducing the
optical spectrum utilization. Our evaluation results show that
our solution reduces the OS utilization by 41% compared with
conventional protection schemes deployed on fixed grid scenarios.

Index Terms—Proactive Protection, Network Coding, Elastic
Optical Networks.

I. INTRODUCTION

A major goal among network providers is to provide a
diverse set of services including voice over IP (VoIP), video on
demand (VoD), and others, in order to fulfill their customers
needs. As a result, fiber optical technologies based on Wave-
length Division Multiplexing (WDM) are commonly used as
the transport medium to offer heterogeneous services requiring
high bandwidth.

Nevertheless, WDM networks commonly use a 50 GHz
fixed grid [1], which may result in an inefficient utilization
of the optical spectrum (OS). To overcome this issue, a new
network paradigm termed as Elastic Optical Network (EON)
has been proposed, enabling enough flexibility to adapt the
transponders bit rate to heterogeneous line rates [2]. This
efficient utilization of the OS leads to a reduction in both
equipment power consumption (OPEX cost), as well as equip-
ment installation, i.e., transponders or optical fiber (CAPEX
cost) [3].

The major building blocks of EON are the Orthogonal Fre-
quency Division Multiplexing, Coherent Detection techniques,

and the exploitation of distinct modulation schemes. There
are several studies in network research discussing the benefits
of EON regarding energy efficiency compared to traditional
optical networks [4], [5]. In addition, the studies found in
[6], [7] focus on combining EON techniques with protection
schemes for the purpose of reducing power consumption.

An additional goal for network providers is to enhance the
resilience capabilities of their networks so as to increase the
retainability of their offered services [8]. A common method to
achieve network resilience is the use of proactive1 protection
schemes, such as 1+1 dedicated protection (DP). DP schemes
are desired due to their low recovery time. However, the
significant drawback of DP schemes boils down to the spare
capacity availability [9], i.e., DP requires a significant amount
of network resources to enable protection. In recent years,
network coding (NC) techniques combined with a protection
strategy have been a hot topic in network research, due to their
promises of reducing the backup capacity utilization (network
resources used for protection) of proactive protection schemes.
In order to reduce the backup capacity utilization a network
coding protection (NCP) scheme relies on coding (mixing)
traffic. For more information related to NCP the reader is
referred to [10-15].

However, the benefits of EON combined with NC tech-
niques remains unaddressed, which is the rationale driving
this paper. Thus, in this paper we derive a mathematical
formulation for an NCP scheme based on a DP strategy
augmented with the flexibility regarding the OS utilization
enabled by EON. Our main objective is to propose a proactive
protection scheme referred to as E-DPNC*, and evaluate its
performance in two failure scenarios (single and multiple
link failures). Specifically, we evaluate the OS used for link
protection (OSP). OSP refers to the usage of network resources
to enable protection. To ensure realistic findings the evaluated
schemes were modeled over the Telefonica Spanish backbone
optical network model [16].

The remainder of this paper is organized as follows. Sec-
tion II describes in a nutshell related work on the issues
addressed in this paper. Section III, introduces both operation
and practical implementation of an NCP scheme. Section IV
introduces the notation for the network model as well as the

1The term Proactive refers to the simultaneous traffic transmission along
the primary link and its backup path.
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Figure 1. Operation of an NCP scheme: 1) single link failure; 2) double link
failure.

mathematical formulation of the proposed scheme. Moreover,
it also discusses the operation of proactive protection schemes
in multiple link failure scenarios. Next, Section V provides
a thorough comparison of the proposed scheme against other
proactive protection solutions. Finally, conclusions and future
work are presented in Section VI.

II. RELATED WORK

The pioneer work found in [17] introduced the advantages
of NC to improve network throughput and also inspired other
studies that evaluate NC techniques in different network sce-
narios, e.g., wireless, multicast. In recent years, many works
came up focusing on combining NC and protection strategies
to improve resilience in wired networks. For instance, the work
found in [18] combines NC with p-cycles. Similar studies such
as [11], [13] and [14], propose NCP schemes based on a DP
strategy (these type of schemes are referred to as DPNC*
in this paper). Other works evaluate the deployment of NCP
schemes in MPLS networks [15].

In fact, the scheme proposed in this paper is inferred from
the work done in [14]. We extend this work in order to meet
two goals: 1) deploy a NCP scheme based on a DP strategy
in an EON scenario (hereinafter referred to as E-DPNC*) to
assess the performance regarding the OSP utilization, and; 2)
extend E-DPNC* for multiple link failure scenarios.

III. OPERATION OF A DPNC* SCHEME.

In this section we present the basic operation of a DPNC*
scheme in both a fixed grid and an EON scenario, as well as
the DPNC* advantages concerning the OSP utilization.

A. DPNC* scheme in fixed grid scenarios.

To illustrate the operation of a DPNC* we consider the
directed graph topology G(V,E) depicted in Fig. 1a, an optical
network topology, such that V is the set of ROADMs/OXCs
(Reconfigurable Optical Add-Drop Multiplexers/Optical Cross
Connects), and E is the set of optical links. To protect the
traffic traversing primary links e1,4 and e3,4, two disjoint
backup paths are computed (e1,2, e2,4) and (e3,2, e2,4) for
each primary link respectively. These two backup paths are
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Figure 2. Operation of an NCP scheme in EON scenarios.

computed in such a way that they share at least one common
link among them (e2,4). In this way, OXC2 is able to code the
traffic sent along the protected links to minimize the number
of optical wavelengths (λ) allocated to the protected traffic,
i.e., λ3 = λ1 ⊕ λ2. As a result, the OSP utilization is 3 λ. In
a fixed WDM grid this yields to 150 GHz. On the contrary,
if traditional DP is employed, 4 λ (200 GHz) of OSP are
allocated, since λ1 and λ2 are not coded. Thus, NC techniques
significantly reduce the OSP utilization.

It is worth highlighting that in case of a failure affecting one
of the protected links, such as e1,4, OXC4 can obtain λ1 by
doing λ3 ⊕ λ2 = λ1. Otherwise, in case of a simultaneous
failure in both primary links (e1,4 and e3,4) it would be
impossible to recover the traffic sent along these links, since
OXC4 would require either λ1 or λ2 to decode λ3, see Fig.
1b. In this type of multiple link failure scenario, conventional
DP is more suitable. This issue is discussed in more detail in
Section IV.C.

The link e2,4 is referred to as the coding path, i.e., the
path carrying the coded protected traffic. A coded traffic is
obtained by mixing two or more traffic streams.We assume that
all coding operations are based on the exclusive-or operation
(XOR) and are done over GF (2).

B. DPNC* scheme in EON Scenarios

In the previous subsection we have highlighted the operation
of a DPNC* scheme in fixed grid scenarios. Nevertheless, in
flexible grid setups there are several issues that need to be
considered when deploying a DPNC* scheme. For instance,
the OS allocation depends on the modulation format used, e.g.,
BPSK, QPSK, 16, 32 or 64-QAM. The modulation format
is selected according to the transmission rate as well as the
distance length (transparent reach), i.e., maximum distance
without optical-electrical conversion. On this basis, the com-
putation of disjoint paths must consider both the transmission
rate of the primary links to be protected as well as the distance
length of the backup paths. Table I shows the OS utilization
for fixed and flexible (EON) grid WDM solutions according
to the transparent reach and transmission rate [7]. Notice that
an additional 10GHz of guard band needs to be allocated to
avoid adjacent channel interference.



Table I
OPTICAL SPECTRUM UTILIZATION FOR FLEXIBLE AND 50 GHZ FIXED GRID WDM SOLUTION

Demand bit rate (Gbps) Modulation Format Transparent Reach (Km) EON (GHz) Fixed Grid Solution
<40 QPSK (1 subcarrier) 2000 12.5 50

≥40, ≤100 16-QAM (1 or 2 subcarriers) 500 12.5-25 50

>100, <200 16-QAM (3 or 4 subcarriers) 500 37.5-50 100

≥200, ≤300 32-QAM (4 or 5 subcarriers) 250 50-62.5 150

≥200, ≤300 64-QAM (3 or 4 subcarriers) 125 37.5-50 150

To illustrate the operation of DPNC* scheme in EON
scenarios we consider the network topology shown in Fig. 2. In
this scenario, the traffic sent along the primary links e1,4 and
e3,4 are modulated using a 16-QAM and 64-QAM schemes
respectively. In order to protect the primary links e1,4 and
e3,4 with DPNC* the following configuration is enabled: 1)
The backups paths (e1,2), and (e3,5, e5,2) are computed, and;
2) the link e2,4 is configured as the coding path. With this
configuration the OSP utilization –according to the spectrum
slicing shown in Table 1– is 175GHz: 25GHz allocated to
path e1,2, 100GHz allocated to path e3,5, e5,2, and 50GHz
allocated to the coding path (e2,4). This configuration is the
most suitable according to both the geographic distance of the
backup paths, and the demand bit rate traversing the primary
links. Otherwise, if the backup path (e3,6, e6,2) is used for
link e3,4, around ≈ 180 GHz need to be allocated because
the transparent reach for a optical signal modulated with a 64-
QAM scheme is 125 Km (kilometers). Note that the distance
length of link e6,2 is 200 Km, hence, a 32-QAM modulation
scheme must be used. Moreover, if a fixed grid solution is
used for the scenario depicted in Fig. 2 the OSP utilization is
550GHz. A higher OSP utilization (650GHz) is obtained if
conventional DP is used instead of DPNC*. Therefore, DPNC*
jointly with EON (E-DPNC*) provides a significant reduction
of the OSP. The remainder of this paper is devoted to describe
in detail the deployment of a E-DPNC* scheme.

C. Practical Implementation of NCP in Elastic Optical Net-
works.

Conventional protection schemes such as DP have been
widely and successfully deployed in real optical network
scenarios [19]. Moreover, the future standardization of EON
seems plausible in the coming years. Thereby, it can be stated
that the only limitation concerning the deployment of NCP
schemes in EON is related to all-optical XOR gates. The
optical implementation of all-optical XOR gates is widely
studied in network research [20]. All-optical XOR gates are
typically based on Semiconductor Optical Amplifiers (SOA)
as shown in Fig. 3. SOAs offer low-power consumption, easy
deployment and short-latency.

Notice that the execution of XOR operations can be done at
line speed for transmission above 10Gbps and up to 100Gbps,
with modulation schemes such as QPSK. Therefore, from a
practical perspective, the deployment of NCP schemes in a
near future seems feasible. It must be noticed that to the best
of our knowledge, at present, the practical implementation
of optical XOR operations of optical signals with different
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Figure 3. All-optical XOR gate based on Semiconductor Optical Amplifiers
(SOA).

modulation schemes such as BPSK and QPSK is possible [21].
However, the all-optical XOR of other modulation schemes
needs further study.

IV. NETWORK MODEL AND PROBLEM FORMULATION

In this section we describe the proposed scheme referred
to as E-DPNC*, which is an extension of DPNC* with the
aim to enable link protection in single and multiple link
failure scenarios. In addition, we describe the mathematical
formulation and operation of the proposed scheme.

With the aim of reducing the computation time required
to deploy an E-DPNC* scheme we define the concepts of
protection group and subgroup. A protection group is a set of
traffic demands traversing a link, and a protection subgroup is
a possible combination of traffic demands sent along a link for
a given protection group. We create protection groups based
on the traffic demands destination and bit-rate, because as
described in [14], [11], it is more suitable to protect links
with common terminal vertices. Hence, a protection group
only contains traffic demands with the same destination, e.g.,
traffic sent along links e1,2, e3,2, e4,2. For more information
related to protection groups the reader is referred to [22], [13].

A. Network Model

The optical network is represented as a directed graph
G(V,E), such that V is the set of nodes and E is the set of
edges. All nodes are assumed to be flexible ROADMs/OXCs
(EON enabled), while all edges model point-to-point optical
links. We do not consider the link capacity constraint because



Table II
NOTATION LIST USED FOR THE E-DPNC* PROBLEM

Symbol Meaning

W Set of Protection Groups

g A Protection Group, such that gεW

s Protection Subgroup, such that sεg

ξ () The OS reduction achieved by the use of network
coding

δ (j, d) The OS required to route a traffic demand along a
given link

ι (j) The length of link j (kilometers)

D1 (d) D1 (d) = 1 if demand d < 40 Gbps, otherwise 0

D2 (d) D2 (d) = 1 if demand 40Gbps ≤ d≤ 100Gbps,
otherwise 0

D3 (d) D3 (d) = 1 if demand 100Gbps < d< 200Gbps,
otherwise is 0

D4 (d, ι (j)) D4 (d) = 1 if demand 200Gbps ≤ d≤ 300Gbps
and the length of link j is > 125 and j ≤ 250,
otherwise is 0

D5 (d, ι (j)) D5 (d) = 1 if demand 200Gbps ≤ d≤ 300Gbps
and the length of link j is ≤ 125, otherwise is 0

xd
j xd

j = 1 if link j is the primary link for demand d,
0 otherwise

ydj ydj = 1 if link j belongs to the protection path of
demand d, otherwise is 0

y′dj y′dj = 1 if link j belongs to the second protection
path of demand d, otherwise is 0

zs zs = 1 if protection subgroup s is protected, 0
otherwise

Rd Receiver Node of demand d

Sd Source Node of demand d

we focus on the minimum OSP usage. Moreover, the network
is at least two-path-connected, i.e., for every source-destination
pair there are two link-disjoint paths. Otherwise, it is not
possible to employ a DP strategy.

For the purpose of providing a cost comparison, we define
the protection gain (Pgain) as the optical spectrum saved when
E-DPNC* is used:

Pgain =
ςDP − ςE−DPNC∗

ςDP
(1)

In Equation (2) ςDP and ςE−DPNC∗ stand for the OS uti-
lization enabling link protection (OSP) for DP and E-DPNC*
scheme respectively.

B. Mathematical Model

We define the E-DPNC* problem as the computation of a
protection path for a given primary link in such a way that the
coding of traffic is maximized, as long as, the OSP utilization
is minimized.

A mathematical model for the E-DPNC* problem can be
formulated as an Integer Linear Program (ILP). Notice that
the E-DPNC* problem is a sub-problem of the 1+1 DP
formulation proved to be NP-Complete by authors in [23].

The notation used for this model is depicted in Table 2.
The objective function is defined as given a graph G(E, V )
(representing an optical topology) minimize the OSP using a

DPNC* scheme in an EON scenario. The mathematical model
is as follows:

min
∑
s∈g

zs ×
⎡
⎣∑

j∈E

∑
d∈s

(
δ (j, d)× ydj

)− ξ (s)

⎤
⎦ (2)

s.t xd
j + ydj ≤ 1 ∀s ∈ g, ∀d ∈ s, j ∈ E (3)

∑
j∈E

(
yd1
j + yd2

j

)
≥ |s| (4)

∀s ∈ g, ∀d1 �= d2, d1, d2 ∈ s

∑
∀(v,u)∈E

xd
(v,u)−

∑
∀(v,u)∈E

xd
(u,v) =

⎧⎪⎪⎨
⎪⎪⎩

1, if v = Rd

−1, if v = Sd

0, otherwise

(5)

∀dεD, vεV

∑
∀(v,u)∈E

yd(v,u)−
∑

∀(v,u)∈E

yd(u,v) =

⎧⎪⎪⎨
⎪⎪⎩

1, if v = Rd

−1, if v = Sd

0, otherwise

(6)

∀dεD, vεV

∑
s∈g

zs = 1 (7)

δ (j, d) = 12.5D1(d) + 25D2(d) + 37.5D3(d)

+50D4(d, ι (j)) + 62.5D5(d, ι (j))
(8)

∀d ∈ s, j ∈ E

Equation (2) is the objective function which is defined as the
OS needed to route the traffic demand along a protection path,
minus the OS saved by the throughput improvement achieved
by the use of network coding.

Moreover, Equation (3) ensures link-disjointness between
the primary link and the backup path allocated for demand d.
Equation (4) specifies that to enable traffic coding the protec-
tion paths for each demand belonging to a protection subgroup
must have at least one link in common among them. Equations
(5) and (6) formulate the flow conservation constraints for
the primary links and the backup paths respectively. Equation
(7) defines that only one protection subgroup belonging to
a specific protection group will be protected. Notice that a
protection subgroup is not unique, i.e., two or more protection
subgroups share one or more demands (d). Finally, Equation
(7) captures the spectrum assignment.



C. Multiple Link Failure Scenarios

Despite multiple simultaneous link failure scenarios are not
as common as single link failure scenarios, they must be
also addressed by a protection scheme since they can lead
to a high amount of traffic loss. This is proven by several
works already available in the literature regarding multiple link
failure scenarios caused by natural disasters, power outages or
by malicious attacks [24], [25], [26].

A DPNC* scheme may not be feasible under certain type
of multiple link failure scenarios, i.e., two or more links
fail simultaneously. By feasible, we refer to the cases where
Pgain > 0, i.e., the OSP utilization is less compared to the
OSP utilization when using a DP scheme, see Equation (2).
A DPNC* scheme can recover affected traffic as long as the
affected traffic destination (vt) can decode the protected traffic.
For this purpose, |σvt | − 1 optical signals need to be received
at the affected traffic destination, where σvt is the amount of
optical traffic destined to node vt. In this paper, we consider
a protected traffic as the total traffic traversing an optical link.

Moreover, we distinguish three types of multiple link failure
scenarios (A, B, C ). We consider that for each failure scenario
the graph maintains its connectivity.

For Failure Scenario A (see Fig. 4a) two or more primary
links fail. A DPNC* strategy can efficiently recover (Pgain >
0) the affected traffic traversing the failed optical link, as long
as the protection path of the failed links are link disjoint, and
no more than two primary links with the same terminal vertex
fail. Failure Scenario A is formulated as follows:

∑
j∈L′

Γs
j ≤ 1 ∀s ∈ g (9)

∑
d∈D′

xd
j + ydk = 1 ∀j, k ∈ L′, k �= j (10)

Note that, Γs
j = 1 if link j belongs to protection subgroup

s, otherwise Γs
j = 0. Moreover, L′ and D′ are the set of failed

links and affected traffic demands respectively.
For Failure Scenario B (see Fig. 4b) two or more links fail

simultaneously, such that at most two primary links with the
same terminal vertex fail, and the terminal vertex indegree of
the failed links is greater than one. In addition, a failed link
does not belong to the protection path of another failed link.
This scenario is formulated as follows.

∑
j∈L′

Γs
j ≤ 2 , ∀s ∈ g (11)

∑
d∈D′

xd
j + ydk = 1 ∀j, k ∈ L′, k �= j (12)

In Failure Scenario B, DPNC* can recover the failed traffics,
but a strategy (selection of protection paths) different from the
presented in section IV. B must be done, see Fig. 4b. However,
DPNC* cannot efficiently recover the affected traffic (with
Pgain > 0), because a conventional DP scheme do not need
to decode protected traffic, as described in section III.A.

In Failure Scenario C (see Fig. 4c), two or more links fail
simultaneously, but neither of the failed links have a terminal
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Figure 4. Multiple link failure scenarios: 1) Scenario A; 2) Scenario B; 3)
Scenario C.

vertex in common, and at most one of the failed links is part
of the backup path of another failed link. In this scenario a
DPNC* scheme can efficiently recover the affected traffic. This
scenario is formulated as follows.

∑
j∈L′

Γs
j = 0 , ∀s ∈ g (13)

∑
d∈D′

xd
j + ydk ≤ 2 ∀j, k ∈ L′ (14)

To address Failure Scenario C Equation (3) must be modi-
fied as follows.

∑
j∈E

xd
j + ydj + y′dj = 1 ∀s ∈ g, ∀d ∈ s (15)

Note that y′dj ∈ {0, 1} if link j belongs to the second pro-
tection path for demand d. Moreover, the following constraints
must be added to the E-DPNC* problem.

∑
jεE

(
y′dj + y′d2

j

)
> |s| (16)
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∀s ∈ gg, ∀d �= d2, d ∈ s

∑
∀(v,u)∈E

y′d(v,u) −
∑

∀(v,u)∈E

y′d(u,v) =

⎧⎪⎪⎨
⎪⎪⎩

1, if v = Rd

−1, if v = Sd

0, otherwise
(17)

∀d ∈ D, v ∈ V

Equation (16) defines the conditions to enable traffic coding
for the second protection path. Equation (17) defines the
flow conservation for the second protection path. Notice that
Equation (15) may not be fulfilled, since it depends on topol-
ogy characteristics such as edge connectivity, i.e., maximum
number of link-disjoint paths. Thus, Equation (15) should not
be considered and the following constraints must be added to
the E-DPNC* problem:

∑
j∈E

xd
j + ydj = 1 ∀s ∈ g, ∀d ∈ s (18)

∑
j∈E

xd
j + y′dj = 1 ∀s ∈ g, ∀d ∈ s (19)

⎛
⎝∑

j∈E

ydj × y′dj

⎞
⎠× 1(∑

k∈E ydk + y′dk
) ≥ ϕ (20)

∀s ∈ g, ∀d ∈ s

Equation (18) and (19) defines link-disjointness between
primary paths and protection paths. Finally, we define ϕ as the
protection grade, (see Equation (20)) which is the link-disjoint
degree among the protection path, and second protection path
for a certain protection subgroup. The protection grade was
set to 0.33, hence, a protection path and a second protection
path must be at least 33% link-disjoint from each other.
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failure scenarios.



V. NUMERICAL RESULTS

In this section we compared the performance of an E-
DPNC* scheme with both DP for a fixed grid (assuming
50GHz channels), and for a flexible spectrum (E-DP) configu-
ration respectively. The evaluation environment was built using
the Python graph library NetworkX [27]. In this performance
evaluation we consider the Telefonica Spanish backbone opti-
cal network model shown in Fig. 5, with a traffic matrix with
a total traffic volume of 1.20 Tbits [16].

Figure 6 depicts the total OSP utilization for single, and
multiple link failure scenarios (Failure Scenario C ). In addi-
tion, Fig. 7, depicts the Pgain for both E-DP and E-DPNC*
schemes on single and multiple link failure scenarios. Note
that a a OSP reduction of 32.6 and 20.5 can be obtained with
E-DP compared with DP for single and multiple link failure
scenarios respectively. Nevertheless, a higher OSP reduction
is obtained when NC techniques are used. With E-DPNC* the
Pgain is 41.5% and 34.7% for single and multiple link failure
scenarios respectively. Therefore, the use of NC techniques
improves the Pgain of E-DP scheme by 8.9 for single link
failures and 14.2% for multiple link failures.

Moreover, Fig. 8 shows the OSP utilization per
ROADM/OXC for each of the evaluated protection schemes
on single failure scenarios. The OSP utilization for a
specific ROADM/OXC strongly depends on the routing and
wavelength assignment algorithm used, and also on the traffic
matrix. Furthermore, for the specific case of a E-DPNC*
scheme, a intuitive thought is to assume that nodes with a
high degree centrality (Cd) [28], which neighbors (direct
connected nodes) also have a high Cd tend to have a high
optical spectrum utilization, such as ROADM/OXCs 9, 10
and 6, see. Fig. 9. This is because a protection group size as
described in Section III depends on the indegree of a given
node. Thus, whether a node x is highly connected and its
neighbors are too, x will be probably selected as coding node,
i.e., a node that codes (mix) traffic; hence, it will allocate
optical resources to protected traffic. In a similar manner, Fig.
9 depicts the OSP utilization per ROADM/OXC for multiple
link failure scenarios (Failure Scenario C ).

Based on the evaluation results presented in this section, it
can be concluded that a proactive protection scheme such as
E-DPNC* scheme, that combines the advantages provided by
EON and network coding concerning OS utilization, outper-
forms conventional proactive protection schemes.

VI. CONCLUSIONS AND FUTURE WORK

In this paper we study the deployment of network coding
protection schemes based on a DP strategy (DPNC*) in
Elastic Optical Network (EON) scenarios. We show an ILP
formulation and an algorithm for the selection of backup
paths that enable traffic coding in order to reduce the optical
spectrum utilization required to enable link protection (OSP).
In addition, we propose a proactive protection scheme referred
to as E-DPNC* enabling link protection in single and multiple
link failure scenarios. The proposed scheme is based on NC
techniques combined with flexible ROADM/OXC nodes. The
evaluation results show that E-DPNC* schemes significantly
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Figure 9. Comparison of the OSP utilization per ROADM/OXC in multiple
link failure scenarios.

reduce the OSP utilization compared with other traditional
proactive protection schemes deployed on fixed ROADM/OXC
nodes. As a future line of work, we intend to study the deploy-
ment of DPNC* schemes on multi-domain optical networks.
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