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Route leaks are among the several inter-domain routing anomalies that have the potential
to cause large scale service disruptions on the Internet. The reason behind the occurrence
of route leaks is the violation of routing policies among Autonomous Systems (ASes). There
exist a few rudimentary solutions that can be used as a first line of defense, such as the uti-
lization of route filters, but these palliatives become unfeasible in large domains due to the
administrative overhead and the cost of maintaining the filters updated. As a result, a sig-
nificant part of the Internet is defenseless against route leak attacks. In this paper, we
examine the different types of route leaks and propose detection methodologies for
improving the reliability of the routing system. Our main contributions can be summarized
as follows. We develop a relatively basic theoretical framework, which, under realistic
assumptions, enables a domain to autonomously determine if a particular route advertise-
ment received from a neighbor corresponds to a route leak. Based on this, we propose three
incremental methodologies, namely Cross-Path (CP), Benign Fool Back (BFB), and Reverse
Benign Fool Back (R-BFB), for autonomously detecting route leaks. Our strength resides
in the fact that these detection techniques solely require the analysis of control and data
plane information available within the domain. We analyze the performance of the pro-
posed route leak identification techniques both through real-time experiments as well as
simulations at large scale. Our results show that the proposed detection techniques achieve
high success rates for countering route leaks in different scenarios.

� 2015 Elsevier B.V. All rights reserved.
1. Introduction

The security and reliability of the Border Gateway
Protocol (BGP) [1] have been actively investigated since
its adoption as the standardized inter-domain routing pro-
tocol among Autonomous Systems (ASes) in the Internet.
The implicit trust model among ASes for exchanging
reachability information using BGP, along with the lack
of in-built security mechanisms in the protocol itself make
the inter-domain routing system vulnerable to a number of
security threats, such as false IP prefix origination and false
route advertisements. As evident from the Youtube inci-
dent in 2008 [2] and alleged Chinese Telecom traffic
hijacking event in 2010 [3], even non-sophisticated attacks
have the potential to globally disrupt the Internet. Another
inter-domain routing anomaly with the potential to pro-
duce large scale service disruptions is the ‘‘route leak’’
problem. Route leaks occur due to policy violations while
exporting routes to a neighbor AS. The ASes typically set
their policies for exporting or importing routes from a
neighbor AS according to the business relationship that
they have with that specific neighbor on a given inter-
domain link. There are three types of business relation-
ships between any two ASes: (1) customer–provider; (2)
peer–peer; and (3) sibling–sibling relation. In a cus-
tomer–provider relation, the provider AS offers transit to
the customer AS. The ASes in a peer–peer relation usually
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exchange only their customers’ traffic between each other
up to an agreed upon threshold. A sibling–sibling relation
exists between two ASes which belong to the same organi-
zation and the ASes typically offer customized transit to
each other. A peer–peer relation is different from a sib-
ling–sibling relation in the sense that the ASes, in the latter
case, are owned by the same organization whereas, in the
former case, the two ASes belong to two distinct organiza-
tions. This difference leads to different type of AS polices
among the ASes (cf. Section 7).

A route leak occurs when an AS advertises a route
toward a neighbor AS that does not respect the agreed busi-
ness relationship between them. For instance, if a customer
AS starts offering transit between two of its providers, then
it is a route leak. Similarly, a route leak will occur if an AS
advertises routes learned from one provider toward a peer
AS. We will delve into these aspects later on, but in general
terms, a route leak entails a violation of the business
relationship that rules the interconnection of domains.

The main concern about route leaks is that they are a
common occurrence, and regardless if they are due to mis-
configurations or deliberate attacks, they can lead to traffic
loss, sub-optimal routing, and more importantly, traffic
hijacking. For instance, in 2012, a multi-homed ISP leaked
routes learned from one of its providers to another provi-
der, causing a national level disruption in Internet service
in Australia [4]. Another major route leak incident occurred
the same year, when one of Google’s peers improperly
advertised Google routes to its provider, knocking out
Google services for around half an hour [5]—we shall
describe these two incidents in more detail later in
Section 2.

Route leaks are apparently simple but hard to solve.
This is because the ASes keep the information regarding
their relationships and policies with other ASes confiden-
tial, which makes the identification of policy violations a
challenging problem. Although there are orthodox coun-
termeasures for the route leak problem, including route fil-
ters, Internet Route Registries (IRRs), and several BGP
monitoring tools, they become impotent or unreliable in
face of scalability, due to the high cost of maintenance
and dependence on third party information.

In this paper, we extend our work presented in [6]
where we formally analyzed and developed the route leak
problem. In [6], we described different types of route leaks
and explained how, where, and why they occur with the
help of example scenarios. More importantly, we showed
that, under realistic assumptions and routing conditions, a
single AS can detect route leaks utilizing only the standard
routing information available at hand, and without needing
any vantage point deployed in the internetwork. Our
approach targets inference and route leak detection requir-
ing neither changes nor extensions to the BGP protocol.
Based on the theoretical framework presented in [6], in this
paper we develop three incremental route leak identifica-
tion techniques, namely Cross-Path (CP), Benign Fool Back
(BFB) and Reverse Benign Fool Back (R-BFB). The first two
techniques are based on the analysis of BGP’s control-plane
information, i.e., our mechanisms are able to counter a con-
siderable fraction of route leaks utilizing only the informa-
tion available from the Routing Information Base (RIB) of
the BGP routers in the AS—and obviously the knowledge
of the AS relationships with direct neighbors as well. The
third technique, R-BFB, also takes advantage of data-plane
traffic to provide additional information to the analytics
performed to the BGP RIBs. The CP, BFB and R-BFB tech-
niques are described in detail in Sections 4–6, respectively.
Furthermore, we evaluate the proposed techniques both
experimentally as well as through event-driven
simulations at large scale. For the latter, we utilized a
sub-graph of the Internet graph extracted from ARK [7],
and we performed simulations using NS2 [8] and BGP++
[9] on a topology composed of more than 1600 ASes. For
the experimental part, we deployed an inter-domain net-
work topology consisting of almost 1000 ASes using Linux
Containers (Docker [10]), with the aim of testing our route
leak identification techniques in a scenario that can realis-
tically support the data-plane part. The results from our
tests, which include more than 20,000 event driven sim-
ulations and 1930 real-time experiments, show that an AS
is able to autonomously detect route leaks in different sce-
narios with a high success rate using the CP, BFB and R-BFB,
especially, when the three techniques are combined and
used together. As far as our knowledge goes, our work
introduces the first theoretical and experimental analysis
for autonomously detecting route leaks in the Internet.

The rest of the paper is organized as follows. Section 2
describes two real world examples of route leaks. The
theoretical framework for detecting route leaks including,
definition and description of different types, hypotheses
and formalization for their detection, is explained in
Section 3. Sections 4–6, introduce the three Route Leak
Detection (RLD) techniques, CP, BFB and R-BFB, respec-
tively. The simulations and experimental tests and their
results are covered in their respective sections. Section 7
discusses the route leak problem and its detection in sib-
ling–sibling relationship and Section 8 highlights open
issues. The related work along with the comparison with
our proposed solution is provided in Section 9, and finally,
Section 10 concludes the paper.

2. Route leaks in real world

Internet service outages by virtue of the BGP shortcom-
ings are frequent [11], but only a few succeed to get mass
attention—in practice this typically depends on the scale of
the service disruption and the profile of the victims. In this
section, we illustrate two major Internet disruption inci-
dents, that we refer to as Telstra-Dodo [4] and Google-
Moratel [5]. The apparent causes behind the disruptions
point out to incidents that involuntary produced route
leaks. More specifically, these incidents were thoroughly
analyzed, and the collected evidence boils down to the vio-
lation of routing policies between ASes. However, what
could not be clarified, is if they were due to intentional
(e.g., a traffic hijack attack) or unintentional misconfig-
uration (e.g., a fat-finger problem) over the export policies
of an AS. Despite the traces and evidence left, we found
that some service providers involved in these cases
claimed that the issues were due to hardware failures,
thereby avoiding to mention the possible case of route
leaks [12].
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Let us describe these two incidents, which we consider
clear examples of what route leaks are and their repercus-
sions. A country-level Internet service disruption occurred
in Australia on February 23, 2012 [4], which was attributed
to malfunctioning of a router. Apparently, one of Dodo’s
network (AS38285) edge routers exported all its internal
routes to one of its providers, namely Telstra (AS1221)
(see Fig. 1). The internal routes that Dodo advertised or
leaked to Telstra included all routes learned from its other
providers. These provider-learned routes enclosed all the
exported routes of Optus (AS7474), PIPE Internet
Exchange (AS23745, AS18398) and the Equinex Exchange
(AS24115). Besides, Optus had a peer link with Telstra
and, as the latter learned the route to Optus (it’s peer)
through Dodo (it’s customer), it preferred the customer
path as ‘‘the best path’’ (i.e., all traffic coming from
Telstra toward Optus was routed via Dodo). The reason
behind preferring a customer path over a direct peer link
is purely economical. We shall explain AS-Path preferences
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based on the type of AS relationships in detail later in
Section 3. As shown in Fig. 1, this route leak incident
turned into a snowball effect when Telstra advertised the
new set of Dodo-learned routes to its provider, Telstra
International (AS4637), which further advertised them to
its peers and customers. Eventually, the disruption on the
Internet service became visible once Telstra started for-
warding large amounts of traffic toward Dodo, which was
not equipped to handle the traffic volume. Therefore, the
peers and customers of Telstra International also started
to experience the Internet service disruption. This entire
event occurred in less than an hour, causing large scale
connectivity problems across Australia.

Another widely noticed Internet outage due to route
leaks that directly affected Google’s services over some
portions of the Internet took place on November of 2012,
and lasted for about 27 min [5]. In this case, Google
(AS15169) experienced routing issues with its peer
Moratel (AS23947). Fig. 2 illustrates the scenario in terms
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of the traffic path change from the perspective of one of the
affected users, CloudFlare (AS13335). They received a route
toward Google through an Indonesian service provider
Moratel (AS23947). This happened because Moratel
exported the routes learned from its peer (Google) toward
its provider (BTN-ASN), and Moratel’s provider selected the
leaked routes and exported them further. CloudFlare’s pro-
vider, nLayer (AS4436), preferred the route received from
its peer (BTN-ASN) over the old route it had toward
Google through its provider, Qwest (AS209). Again, the rea-
son behind preferring a peer route over a provider route is
economical (cf. Section 3). The leaked routes from Moratel
propagated and attracted a huge amount of traffic for
Google through itself. The Moratel Network could not cope
with such huge traffic load and eventually started drop-
ping traffic. Whilst this problem was figured out and
solved, Google’s outage was seen from different segments
of the Internet. These incidents clearly expose the ineffi-
cacy of the techniques and tools available today for coun-
tering route leaks—the main ones will be outlined in next
section. In summary, route leaks represent a high risk
and challenging problem that requires new approaches
and research efforts. This is precisely the motivation for
this paper.

3. Formalizing route leaks

In this section, we formally describe the route leak
problem and lay out the theoretical framework for the
identification of route leaks, but first we define the
terminology and the set of policies that rule the routing
among ASes.

3.1. Preliminaries

A ‘‘provider link’’ of an AS is a link that connects it to its
provider AS. Similarly, the terms ‘‘customer link’’, ‘‘peer
link’’ or ‘‘sibling link’’ refer to a link that connects an AS with
a customer AS, a peer AS or a sibling AS, respectively. In this
paper, we focus on the two dominant AS relationships in the
Internet, which are the customer–provider and peer–peer
relationships, since the percentage of sibling relations in
the Internet is comparatively negligible [13].

Whilst the relationship between two ASes is business
oriented, pragmatically it is implemented through the
BGP protocol. BGP provides complete flexibility for imple-
menting route export or import policies according to the
defined relationship, by means of several attributes asso-
ciated with each advertised route. For example, a provider
AS will export all its routes toward its customer ASes in
order to attract traffic through its customer links. We are
more interested in the export policies, as route leaks occur
due to violation of business policies through these exports.
The guidelines used for exporting routes (i.e., how to
advertise routes depending on the type of relationship
with the neighbor AS) are referred to as valley-free rules
[13], and they can be summarized as follows:

Rule R.1. ‘‘Routes learned from Customers can be fur-
ther advertised to other Customers, Peers and
Providers.’’
Rule R.2. ‘‘Routes learned from Peers can be further
advertised to Customers only.’’
Rule R.3. ‘‘Routes learned from Providers can be further
advertised to Customers only.’’

Therefore, in a customer–provider relationship, the cus-
tomer AS only advertises its own routes and the routes of
its customers cone (i.e., Customer’s Customer routes) toward
its provider AS. A customer cone of an AS is the collection
of all ASes that are reachable from an AS following only the
provider–customer links. On the other hand, the provider
AS advertises all routes toward its customer, hence provid-
ing it transit to rest of the Internet. In a peer–peer relation,
both ASes only advertise their own or their customer’s
routes to each other. From the business perspective, the
provider AS charges its customer AS for forwarding its traf-
fic to and from it. Whereas in the peer–peer relation, the
ASes do not charge each other for exchanging each other’s
customer traffic up to an agreed threshold. Consequently,
ASes prefer a route received from a customer over a route
received from a peer or provider to maximize their rev-
enues. Similarly, ASes prefer a route received from a peer
over a route received from a provider for any prefix.

3.2. Defining route leaks

At present, there is no standard definition of the route
leak problem in the Internet community. The working
group in charge of securing inter-domain routing, namely,
the SIDR WG [14], has delegated the task of defining the
route leak problem to the GROW WG [15]. The reason for
this is that SIDR not only considers route leaks out of their
scope but also because their proposals, including RPKI [16],
ROA [17] and BGPSEC [18], fail to counter route leaks. There
exist some attempts in the literature from where we can
extract the initial understanding of the route leak problem.
In [19], the author defines route leaks as the advertisement
of a non-customer route over a peer or a provider link.

It is worth mentioning that a route leak requires neither
a false route origin claim nor a false AS-path advertisement
to succeed. For example, when Dodo network leaked Optus
routes toward Telstra, it neither needed to claim owner-
ship of Optus routes nor to advertise an inexistent path
toward Optus. The only violation was that Dodo advertised
Optus routes toward Telstra, against the business policy set
on the link between Dodo and Telstra. Therefore, a route
leak can only occur when exporting routes to a neighbor
AS, and the root cause is the violation of the business policy
according to the link classification between the two ASes.
The valley-free rules can be used as basis for providing
an initial definition of the route leak problem.

Definition 1. ‘‘If a route is advertised by an AS toward a
neighbor AS, such that it is in violation of the valley-free
rules R.2 or R.3, then the route advertisement is a route
leak.’’

That is, any route advertisement by an AS which
infringes the valley-free rules R.2 or R.3 is a route leak.
Note that rule R.1 cannot be infringed, since an AS can
always export customer routes independently of the
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business relationship with the neighbor to which it is
exporting the route to. Also note that the valley-free rules
are not necessarily upheld while exchanging routes under
complex AS relationships, e.g., under hybrid relation-
ships—these will be discussed later in Section 4. However,
such complex relationships are quite uncommon in prac-
tice, so the above definition provides a realistic and quite
general basis for our initial modeling of route leaks. Using
the above definition, we identify two possible types of route
leaks from the perspective of an AS which wants to detect
route leaks corresponding to the type of the link they occur
on, namely, Customer Route Leaks and Peer Route Leaks. We
proceed to describe them through examples.

Customer route leak: Consider the scenario shown in
Fig. 3(a). The AS b has a peer relation with AS a, and a pro-
vider relation with ASes c and d, i.e., c and d are customers
of b. The AS c is multihomed with ASes a and b, i.e., c has
two providers, a and b. Let us consider now the prop-
agation of a route for prefix P1 owned by d, i.e., d advertises
P1 : ½d� to its provider b. Following R.1, b forwards P1 : ½b; d�
toward its other customer c and its peer a. In line with R.2,
a advertises P1 : ½a; b; d� to its customer c. The traffic for a
source in a and a destination in d would follow the path
½a; b; d�, as shown in Fig. 3(a). In the case that c advertises
a route learned from one provider to another provider,
i.e., advertises the route for prefix P1 to its provider a, then
a would receive two routes for prefix P1, i.e., P1 : ½b; d� via b
and P1 : ½c; b; d� via c, as shown in Fig. 3(b). As mentioned
earlier, ASes usually prefer routes learned from customers
over routes learned from peers. Consequently, the traffic
between a and d will now follow the path ½c; b; d�. It is
worth mentioning that, although the AS-path length via b
is shorter than the AS-path length via c, AS a would select
the customer route, since the latter is prioritized by setting
a higher value of the local-pref attribute, which is evaluated
before the AS-Path Length attribute during the BGP route
selection algorithm [1]. According to Definition 1, the
advertisement of prefix P1 by c toward its provider a is a
route leak, since it violates the valley-free rule R.3.

Peer route leak: Let us consider now the scenario shown
in Fig. 4(a). The AS c is multi-homed with provider ASes a
and b. AS d has a peer relation with AS e, and AS d and AS e
Fig. 3. Customer route leak scenario: (a) Before the route leak. (b) Af
have a customer–provider relationship with ASes a and b,
respectively. AS a and AS b also have a peer link between
them. Let us consider the propagation of a route for prefix
P1 owned by AS c, i.e., c advertises the route P1 : ½c� to its
providers. Following R.1, a forwards P1 : ½a; c� to its cus-
tomer d and b forwards P1 : ½b; c� to its customer e. By
R.3, d does not advertise the route to its peer e, and reci-
procally. The traffic aimed for P1 originated in AS d would
follow the path ½a; c� as shown in Fig. 4(a). Now, if AS e
advertises the route for prefix P1 to its peer d, the latter
would receive two different routes for prefix P1, i.e.,
P1 : ½a; c� via a, and P1 : ½e; b; c� via e, as shown in Fig. 4(b).
Since d will prefer routes learned from peers over routes
learned from providers, the traffic between d and c will
now follow the path ½e; b; c�. Note that similarly to the case
shown in Fig. 3, the path length via a is shorter than the
path length via e, but still d will select the peer route, since
d will prioritize it by setting higher the local-pref value. In
this example, the route P1 : ½e; b; c� exported by AS e toward
AS d results in a route leak, given that it violates the valley-
free rule R.3. Observe that, the route leak examples shown
in Figs. 3 and 4 infringe rule R.3, but other examples can be
easily elaborated infringing rule R.2.

3.3. Route leak identification

The identification of route leaks is the first step toward
solving the route leak problem. Thus, we systematically
analyze the various environments where route leaks are
possible, and then propose a mechanism for their identifi-
cation using the definition of valley-free rules stated in the
previous section.

In our study, we assume that the route leak identifica-
tion analysis only uses readily available data, e.g., informa-
tion obtained directly from the routing tables—that is, from
the Route Information Base (RIB) of the routers. We par-
ticularly exclude from our analysis data obtained from
external sources, such as route information imported from
vantage points. In this sense, our identification analysis
focuses on what can actually be inferred in a domain under
realistic routing conditions, by solely examining the routes
received from its neighbors.
ter the route leak (AS c leaks a route toward its provider AS a).



Fig. 4. Peer route leak scenario: (a) Before the route leak. (b) After the route leak (AS e leaks a route toward its peer AS d).

Fig. 5. (a) Possible cases for the occurrence of a route leak on AS a; (b)
possible neighbor links of AS a’s customers and peers that can produce a
route leak on AS a.

140 M.S. Siddiqui et al. / Computer Networks 82 (2015) 135–155
We start by defining two facts that we shall use later on
while formalizing the identification of route leaks.

Fact F .1. ‘‘A route leak can only be produced by an AS on
its peer or provider links’’.

Given the definitions detailed in the previous section,
we know that an AS acting as provider cannot leak a route
toward its customers, since it inherently has the role of
providing transit to its customers, so it can advertise ‘‘all’’
its routes toward them. Directly derived from F .1 and
Definition 1, we obtain the cases where a route leak is
possible.

Fact F .2. ‘‘A route leak can only occur when an AS receives
routes from a peer or a customer AS, which were imported
by them from their respective peers or providers’’.

Let us assume a reference AS a in charge of identifying
route leaks, as shown in Fig. 5(a). Then for domain a, route
leaks can only occur as a result of routes exported by its
customer AS c or peer AS p. In the case that c exports routes
owned by itself, then such route advertisements can never
produce a route leak, since c, being customer of a, can
export its own routes to its provider. Similarly, p is allowed
to export its own routes to its peer a. Hence, it should be
clear that the advertisement of routes owned by a cus-
tomer or a peer ASes can never cause a route leak on AS
a. In other words, a route leak could only occur when a cus-
tomer or a peer AS exports routes that they imported from
their respective neighbors. Observe that, according to R.1,
an AS can export the routes it imported from its customers
toward its providers or peers, i.e., both c and p are allowed
to export the routes that they imported from their cus-
tomer cones toward AS a. Then, by using the facts F .1
and F .2 together, it is obvious that the possible network
topologies for the occurrence of a route leak for AS a are
the ones shown in Fig. 5(b). For the customer route leak
case, c could leak either its peer or its provider routes to
a. Similarly, for peer route leak scenario, p could leak either
its peer or provider routes to a. In any route leak scenario,
there are at least three ASes involved; the victim AS V
which receives the leaked routes, the route leaker AS L
which leaks the route, and the owner AS O which owns
or forwarded the routes that are leaked. For example, in
Fig. 5(b) (i), a is the victim V, c is the route leaker L, and
d is the owner O of the routes that can be leaked.

It is worth mentioning that a, the victim, is only aware of
AS relationships with its direct neighbors, but has no infor-
mation about the relationships that its neighbors have with
their respective neighbors. AS a can learn the identity of the
neighbors’ neighbors from the AS path information
included in the route advertisements, but remains unaware
of their relation. This is because an AS has limited knowl-
edge of the network, since the relationships and policies
among ASes are kept confidential. The challenge for AS a
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is thus to independently detect route leaks despite the lack
of information of its neighbors’ neighbors relationships.

Let us then consider a network topology scenario for
generalizing the local identification of a route leak. Fig. 7
depicts the case where our reference AS a is the victim
(V) receiving new route advertisements from its neighbors.
The goal is to examine under which conditions AS a can
locally validate these advertisements prior to inserting
them in the RIB and FIB tables of its routers. Domain b
represents a neighbor that is directly connected to AS a
by a peer–peer or customer–provider link, and it is the
one that the victim a suspects that is responsible for leak-
ing the routes (the leaker L). Furthermore, c (the owner O)
is a direct neighbor of b, which advertises valid routes to AS
b of the form ½c; . . .� (where ‘‘. . .’’ refers to zero or more ASes
in the AS-path). These routes can be potentially announced
by b to a, e.g., through routes of the form ½b; c; . . .�. These
announcements can be identified as leaks by the victim if
they are against the valley-free rules. However, from a’s
perspective, the announcements cannot be validated due
to the lack of information about the type of relationship
between the suspect b and its direct neighbor c.

We already stated that the minimum scenario required
for a route leak occurrence contemplates three actors: the
victim, the leaker, and the owner of a route. However, for
the sake of generality, we consider the case when the sus-
pect b leaks a route imported from c, but that was origi-
nated by another AS, e.g., d. Thus, the potential route that
AS b would leak to the victim a would be one learned from
c toward d, of the form ½c; . . . ; d�. Considering that the
Internet is a connected graph, it is sound to assume that
before the leak occurrence, the victim has a valid route to
d, of the form ½. . . ; d�. When the suspect AS b leaks the route
to AS d to attract its traffic (i.e., AS b advertises to AS a a
route of the form ½b; c; . . . ; d�), the victim will be in a posi-
tion to observe a new route advertisement for the same
destination AS. This reference topology and the general
assumptions that we will make next shall be used in the
remainder of this Section, while formalizing the identifica-
tion of route leaks in Theorems 1 and 2.

Hypothesis H .1. ‘‘The state of the routing databases of the
victim AS is valley-free valid before the route leak occurs.’’
Hypothesis 3.

Remark. The purpose of our theoretical study is to capture
what the victim AS can infer upon a route leak. Therefore,
our analysis is focused on the transition from a valley-free
valid routing state to the routing state right after the leak.
Later, in Section 8, we will discuss the engineering aspects
about how the victim can actually start the identification
analysis from a valley-free valid state. In summary, H .1
indicates that any route contained in the initial state of
the RIBs at AS a is compliant with R.1, R.2 and R.3.
Hypothesis H .2. ‘‘An AS does not have a peer relation-
ship with the providers of its provider.’’
Fig. 7. Generalized topologies for route leak detection: (a) Peer route
leak. (b) Customer route leak.
Remark. This hypothesis is based on the assumption that
a provider AS is much larger than the customer AS in terms
of infrastructure. As shown in Fig. 6(a), it is very unlikely
that AS x has a peer relationship with a provider of its pro-
viders, since a very large provider z will have no economi-
cal incentives for peering with a domain x at lower tiers of
the AS hierarchy. On the contrary, the incentive will be to
charge AS x for the transit traffic (cf. Fig. 6(a)).

Hypothesis H .3. ‘‘A cyclic chain of provider relation-
ships among ASes is non-existent.’’
Remark. This hypothesis means that we assume an
Internet that is loop-free in terms of provider-customer
relationships. As shown in Fig. 6(b), it is implausible that
AS x is the provider of the provider of its providers. It is a
common assumption in the literature that Internet topolo-
gies can be modeled as Directed Acyclic Graphs (DAGs) [20].

Now, given the valley-free rules (i.e., R.1–R.3), and the
hypotheses defined above, we proceed to formalize the
conditions for detecting peer route leaks (cf. Fig. 7(a)).
Theorem 1. Let the initial state of the routing databases of an
AS a contain the following:

� A direct route to a peer AS b, i.e., ½b�.
� An alternative route to the peer AS b via AS b’s direct

neighbor AS c, i.e., a route of the form ½. . . ; c; b�.

Under the Hypotheses H .1, H .2, and H .3, if AS a receives a
route from its peer AS b with AS-path ½b; c; . . .�, then AS a
can identify it is a route leak.
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Proof. According to R.1–R.3, AS b could only advertise a
route with AS-path ½b; c; . . .� to AS a, iff, AS c is a customer
of AS b. This is because if AS c is a peer or provider of AS
b, then AS b is not allowed to advertise routes learned from
AS c to its peer AS a. Let us suppose then that AS c is a cus-
tomer of AS b. We know that the initial state of the routing
databases at AS a contain a route to b with AS-path
½. . . ; c; b�. Now, a could only receive the route to b with
AS-path ½. . . ; c; b�, iff, AS a belongs to the customer cone
of AS c. This is because according to R.3, c would advertise
its provider routes through b only to its customers. But if a
belongs to the customer cone of c, then this contradicts the
hypothesis H .2, that is, a has a peer relation with the pro-
vider of its provider. Therefore, we conclude that AS c can-
not be a customer of AS b. This implies that c is either a
peer or a provider of b, and therefore, the route advertised
by AS b toward AS a with AS-path ½b; c; . . .� is a route leak. h

To illustrate the reach and potential application of
Theorem 1, let us consider again the peer route leak exam-
ple given in Fig. 4(b). In practice, the route database of AS d
would have a route with AS-path ½a; b; e� to e via b, plus the
direct route ½e� to e in its initial state. The former is because
a and b would exchange customer routes with each other.
Assuming that the initial state at AS d is valley-free valid,
the set up in Fig. 4(b) is under the hypotheses of
Theorem 1, so AS d can autonomously conclude that the
route P1 : ½e; b; c� received from AS e is a route leak.

We proceed now to formalize the detection of customer
route leaks (cf. Fig. 7(b)).

Theorem 2. Let the initial state of the routing databases of an
AS a contain the following:

� A direct route to a customer AS b, i.e., ½b�.
� An alternative route to the customer AS b via AS b’s direct

neighbor AS c, i.e., a route of the form ½. . . ; c; b�.

Under the hypotheses H .1, H .2, and H .3, if AS a receives a
route from its customer AS b with AS-path ½b; c; . . .�, then AS
a can identify it is a route leak.
Proof. Just as in the proof of Theorem 1, AS b could only
advertise a route with AS-path ½b; c; . . .� to a, iff, c is a cus-
tomer of b. This is because if c is a peer or provider of b,
then b is not allowed to advertise routes learned from c
to its provider AS a. Let us suppose then that c is a cus-
tomer of b. We know that the initial state of the routing
databases at AS a contain a route to b with AS-path
½. . . ; c; b�. Now, a could only receive the route to b with
AS-path ½. . . ; c; b�, iff, a belongs to the customer cone of c.
This is because according to R.3, c would advertise its pro-
vider routes only to its customers. But if a belongs to the
customer cone of c, then this contradicts H .3, since there
is a cyclic chain of provider relationships among a; b, and
c, that is, a is a provider of b, which is a provider of c, which
in turn is provider of a. We conclude that AS c cannot be a
customer of AS b. This implies that c is either a peer or a
provider of b. Hence, the route advertised by AS b toward
AS a with AS-path ½b; c; . . .� is a route leak. h
It can be shown that if the initial conditions are met,
then Theorem 2 applies to the example illustrated in
Fig. 3(b).
4. Cross-Path (CP) route leak identification technique

In this section, we start with one of the most
straightforward approaches for detecting route leaks. In
the following sections, we will incorporate additional
mechanisms, which, as we shall show, will progressively
improve the results in the detection. In a nutshell, the
Cross-Path (CP) technique is based on the theoretical
route leak countering framework described in the pre-
vious section. Algorithm 1 summarizes the step-by-step
Cross-Path logic for identifying route leaks. The CP uti-
lizes information available in the router RIBs as well as
the information about the business relationships with
neighbor ASes. Observe that, at the beginning of the
detection process, the assumption is that the RIB tables
are initially correct (i.e., they are free from entries
derived by neighbor route leaks). A common solution
to ensure the valley-free property of the routes is to
momentarily set up route filters for all incoming BGP
updates. This is only required for a short period, so as
to ensure that the BGP routers only hold valley-free
routes. Once the CP route leak detection technique has
started, the route filters can be removed—or they can
be kept though with the advantage that they neither
need to be maintained nor updated. We further discuss
the viability and impact of using route filters in
Section 8.

Algorithm 1. CP identifies whether a new route adver-
tisement R received by AS v is a leak.

Input: Valley-free RIBs – Routing Information Bases at
AS v

Nc: Set of customer neighbors of v
Npe: Set of peer neighbors of v
Npr: Set of provider neighbors of v
T : List of Tier-1 ASes
A new route advertisementR of the form ½l; o; . . .�.

Output: true if the new route received is a leak
false otherwise.

1: if AS l 2 Npe [Nc then
2: for all ai 2 R, where 0 < i 6 R:length do
3: if ai 2 T then
4: R ;
5: return true
6: end if
7: end for
8: R0  . . . ; o; . . . ; l; . . .½ �
9: if R0 2 RIBs then

10: R ;
11: return true
12: end if
13: end if
14: RIBs RIBs [ R

15: return false
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For every incoming route advertisement from a neigh-
bor customer or peer AS, the algorithm looks for an exist-

ing cross-path in the router RIBs considering the
hypothesis and conditions outlined in the previous section.
In order to make the cross-path checking more rigorous,
we can generalize the cross-path check in the form
½. . . ; o; . . . ; l; . . .� in the valley-free valid RIBs. This general-
ization follows from the proof of Theorems 1 and 2. This
is because presence of any combination of the route,
including ½. . . ; o; l�; ½. . . ; o; l; . . .�, ½o; l; . . .�, and ½o; . . . ; l�, in
the valley-free valid state of AS v while receiving a new
route of the form ½l; o; . . .� from AS l violates H .2 and H .3
for Theorems 1 and 2, respectively. In this case, a received
route from a customer or a peer AS l of the form ½l; o; . . .� can
be declared as a route leak if the route ½. . . ; o; . . . ; l; . . .�
exists in the valley-free valid RIBs. If a cross-path is found,
then the received route advertisement is considered a
route leak and discarded, otherwise, it is included in the
valley-free RIB.

Another particularity of our algorithm is that it uses the
set of public Tier-1 ASes as input for detecting route leaks.
Specifically, we consider the route advertisement received
from a peer or customer AS a route leak if it contains a Tier-
1 AS in the AS-Path. This logic is different from [11], where
the author considers a route advertisement as a route leak
only if it contains more Tier-1 ASes than a predefined
threshold. Based on our route leak identification frame-
work, we contend that it is highly unlikely that a AS learns
a route to a Tier-1 AS or a route to any destination via Tier-
1 through a neighbor customer or peer AS. In this regard,
our approach is more comprehensive and encompasses
the logic used in [11].

The CP technique does not incur any extra overhead,
however it depends on two main procedures for its func-
tionality. Firstly, it requires setting up the route filters for
the initial period of time to ensure valley-free valid RIB.
As mentioned earlier, the route filters need not to be main-
tained any further once the CP technique is triggered. In
this manner, the maintenance cost of route filters does
not become a liability when the number of routes scale
up. Secondly, the AS-Path in every new incoming route
advertisement, from peer and customer ASes, is checked
against the valley-free valid RIB for a possible cross-path.
The above two overheads of the CP technique neither pose
heavy burden nor disruptive effect on the existing inter-
domain routing system. Next, we describe the experimen-
tal and simulation setup used to evaluate the CP route leak
detection technique along with the results obtained and
their analysis.

4.1. Simulations setup and result analysis

In order to validate the CP technique, we tested it by
running exhaustive simulations in a testbed with a
scaled-down version of an actual Internet topology. It is
worth mentioning that the cost for running event-driven
simulations on a complete Internet graph is prohibitively
expensive in terms of time and resources. Thus, it is a com-
mon research practice to utilize small realistic graphs,
extracted from the actual Internet graph, to avoid exces-
sive computational cost [21]. In our testing framework,
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an important consideration during topology reduction
was to preserve some of the essential properties of the
complete Internet graph, e.g., average node degree and
degree distribution, so that the results obtained can be
rationally extrapolated to larger topologies. Furthermore,
we assured that the scaled-down topology contains all
the AS relationships considered in our route leak detection
framework with the potential to produce all different types
of route leaks. For this purpose, we obtained a subgraph of
ARK’s recent Internet graph (2013) [7] containing 1650
ASes and 3744 inter-domain links using graph reduction
technique presented in [21]. Observe that our approach
of using a subgraph of ARK’s Internet graph means that
the topology we used in our simulations is actually part
of the Internet. In the rest of the paper, we refer to the
obtained scaled-down topology as Topology-1650. The sim-
ulations were setup and run using the Network Simulator
NS2 [8], along with BGP++ [9] to complement NS2’s lack
of native BGP capabilities. We considered a single router
per AS and each AS’s BGP router was configured according
to its policies and relationships with its neighbors accord-
ing to the extracted topology. As a result, we were able to
simulate and test the RLD techniques with BGP in a
Internet-like topology for different route leak scenarios
and evaluate their impact.

For Topology-1650, we identified a total of 20,747 differ-
ent possible route leak scenarios, out of which 17,151 were
harmful route leaks, i.e., the route leak poisoned the RIB of
the victim AS successfully. That is, although the route leak
occurred, the leaked routes were not chosen as they were
not the best path to the corresponding destination, thus
failing to poison the BGP forwarding table of the victim
AS V. One example of such a route leak scenario is depicted
in Fig. 8. Even if L leaks routes of O to V, these leaked routes
will not affect the forwarding table of V. This is because on
receiving routes toward O from L and directly from O itself,
the victim V, following the shorter AS-Path criteria, prefers
the direct shorter AS-Path route. It is important to note
that the reason V decides the best route based on shorter
AS-Path criteria is because V has same provider relation
with both L and O.

Table 1 shows the simulation results of CP route leak
detection technique for the harmful route leaks. We clas-
sify the route leaks further on the basis of the AS relation-
ship between L and O, in order to analyze the results in
depth. That is, we divide CRL cases into two subcategories,
one where O has a provider relation with L, denoted by CRL
(Pr), and other where O has a peer relation with L, denoted
by CRL (Pe). Similarly for PRL, we classify them into PRL
(Pr) and PRL (Pe) cases, where O has a provider and a peer
relation with AS L, respectively. We observe that CP detects
94.11% and 93.30% of all the CRL (Pr) and PRL (Pr) route
leak cases, respectively. Whereas, for the CRL (Pe) and
PRL (Pe), the CP performs poorly i.e., 23.73% for CRL (Pe)
and 5.90% for PRL (Pe). The reason behind better perfor-
mance of CP in route leak cases where O is provider of L
is that O being the provider of L advertises L’s route to all
its providers, peers and other customers, thus increasing
the chances for the possibility of cross-path observance
at AS V. In the route leak cases where O is a peer of L, the
chances of observing a cross-path involving the two



Fig. 8. General representation of one of the harmless route leak scenarios.

144 M.S. Siddiqui et al. / Computer Networks 82 (2015) 135–155
consecutive peers are very low in practice, since a peer
does not advertise routes of another peer any further
except to its customer cone, hence the poor performance
of the CP technique for those cases.

4.2. Experimental setup and result analysis

Besides the simulations, we also tested the CP tech-
nique using real-time experiments. The main purpose of
experimental evaluation is to verify the robustness of the
technique in real environment. In order to build an experi-
mental setup which is with in the computational and
memory limits of our testbed infrastructure, we extracted
a subgraph of Topology-1650 containing 990 ASes and
2146 inter-domain links. We used similar criterion for
obtaining the 990 ASes topology (referred to as Topology-
990 in the rest of the paper) as we did for Topology-1650,
i.e., retaining certain characteristics of Topology-1650. Our
testbed consisted of a single virtual Linux Container
(Docker [10]) for each AS in Topology-990 equipped with
the well-known Quagga routing suite. The inter-domain
links among the ASes were setup according to Topology-
990 as well. Initially, as determined by our hypotheses,
all the nodes were connected and configured in line with
the valley-free rules, hence without any route leaks.
Then, for each experiment, once BGP converged, a route
leak was generated, i.e., an AS (L) leaked routes of one of
its neighbors (O) to another neighbor (V). Then the AS V
used the CP technique to detect the route leak based on
the available BGP information.

In this topology, we were able to anticipate 951
Customer Route Leaks (CRL) and 979 Peer Route Leaks
(PRL) possible scenarios. Hence we ran a total of 1930 dif-
ferent experiments, each with one route leak occurrence.
Out of the 1930 different route leak scenarios, we were
Table 1
Simple Cross-Path (CP) detection: experimental and simulation results for differe

Leak
scenarios

Cross path (Experiment)

#
Leaks

# Harmful
Leaks

# Leaks
Detected

% Leaks Detecte
(%)

CRL (Pr)a 725 713 701 98.31
CRL (Pe)b 226 97 21 21.64
PRL (Pr)a 825 811 792 97.65
PRL (Pe)b 154 70 4 5.71

a CRL/PRL cases where O is provider of L.
b CRL/PRL cases where O is peer of L.
able to rule out 239 leaks that were harmless. It is note-
worthy that the set of route leak scenarios anticipated for
Topology-990 is a subset of route leak scenarios for
Topology-1650. This is because Topology-990 is a subgraph
of Topology-1650.

In the remaining 1691 harmful route leaks, there are
810 CRL and 881 PRL route leaks. Table 1 shows the results
obtained with the CP technique for the harmful route leak
experiments. From the perspective of the extended classi-
fication of the route leaks, we observe a similar perfor-
mance trend in the experiments as well. As shown in
Table 1, the CP route leak detection performance is more
than 97% in both CRL (Pr) and PRL (Pr), whereas for CRL
(Pe) and PRL (Pe), it detects 21.64% and 5.71% of the route
leaks, respectively. The justification of these results is simi-
lar to the one given for the experimental results of the CP
technique. Furthermore, it is worth mentioning that the
respective route leaks, for different cases, that are detected
in our experimental study were also correctly detected in
our simulation evaluation. This assures the behavior stabil-
ity of our technique in both modes of evaluation. The dif-
ference in success rate percentages, for different route
leak types, is due to the difference in the number of leak
scenarios ran in each mode of evaluation.
5. Benign Fool Back (BFB) route leak identification
technique

In the context of improving the performance of CP tech-
nique for detecting route leaks when the leaker L leaks its
peer routes toward the victim V, we propose Benign Fool
Back (BFB). This technique exploits the commonly prac-
ticed preference of routes based on the type of relation-
ships an AS has with its neighbors. We assume that,
under normal circumstances, an AS, more specifically the
leaker, follows the principle of preferring customer routes
over peer and provider routes, and that it prefers a shorter
AS-path route over a longer one. However, this policy
might not necessarily be upheld always, such as in case
of sibling AS relationships, but at least applies for a major-
ity of them. We also assume that the ASes involved in the
potential route leak incident are not using IP prefix origin
verification mechanisms, such as ROA [17]. We claim that
these are realistic assumptions, since most of the route
leaks reported in the Internet are due to apparent miscon-
figurations rather than deliberate attacks, and ROA is not
used by the large majority of the ASes in the Internet. To
illustrate BFB, let us consider the example shown in
Fig. 9(a). If an AS, the potential victim V, starts receiving
nt route leak scenarios.

Cross Path (Simulation)

d #
Leaks

# Harmful
Leaks

# Leaks
Detected

% Leaks Detected
(%)

4879 4773 4492 94.11
5714 3974 943 23.73
5724 5406 5044 93.30
4430 2998 177 5.90



Fig. 9. Benign Fool Back: (a) L leaks O’s routes to V; (b) the potential victim V sends a Fool Back advertisement to L.
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new routes from a peer neighbor, the potential leaker L, for
which V had never had any route for those destinations
through L, then V can be suspicious of these new routes,
and trigger the BFB strategy if the CP technique described
in the previous sections did not detect any leak. For this,
V chooses one or more destination IP prefixes from the
newly advertised routes by the peer L matching the follow-
ing two criteria.

1. The AS-path advertised by L to reach a particular IP pre-
fix owned by an AS E should be of the form ½L;O; . . . ; E�,
i.e., the destination IP prefix belongs to an AS E which is
at least two AS hops away from L. Observe that the IP
prefix is not advertised as owned by L—otherwise is
not a ‘‘leak’’, since L can advertise its own routes to V.

2. The AS E, the owner of the selected destination IP prefix
for fool back advertisement, is not a customer of both L
and O.

The first condition can be verified by inspecting the AS-
Paths in the suspicious routes received from the peer
neighbor. For the second condition, V can select the
destination AS, for the fool back advertisement, by making
sure it does not belong to the set of ASes that L has adver-
tised to V as its customers, i.e., the customer cone of L. This
is possible because V and L has peer–peer relationship
between them and by principle would exchange their
respective customer routes with each other. In this frame-
work, if V suspects this could be the result of a route leak,
then V could select an IP prefix destination from the newly
received suspicious routes according to the criteria defined
above and advertise it back to L, that is, V could try to fool
back its peer L (see Fig. 9(b)). Let us assume that V chooses
IP prefix w:x:y:z to fool back its peer L for identifying a
route leak. Once L receives the fake advertisement for
w:x:y:z from V, there are two options, either L accepts this
route as its best path or not. If L selects the fake advertise-
ment from V as the best route toward IP prefix w:x:y:z, then
it would send a withdrawal for the IP prefix w:x:y:z route it
sent earlier toward V. On reception of the withdrawal from
L;V can infer that the route received earlier from L for
w:x:y:z was a leak—that is, it was a non-customer route
received by V on its peering link with L. This is because if
w:x:y:z belongs to the customer cone of L, then L would
have not selected the fake route sent by its peer V, since,
according to our hypothesis, customer routes are preferred
over peer routes. Also observe that, the decision of choos-
ing candidate routes that are at least two AS hops away
from L increases the chances of BFB to succeed, since
thanks to the shortest-path principle, the Fool Back adver-
tisement ½V � for w:x:y:z will prevail over the alternative
peer route ½O; E; . . .� at L. The AS V can run BFB strategy
for all the newly received suspicious routes by carefully
selecting the fool back IP prefix to detect route leaks.
Algorithm 2 shows the step-by-step working of the BFB
technique.

Algorithm 2. BENIGN FOOL BACK (BFB): It allows an AS V to
identify whether a new suspicious route advertisement is a
leak or not.

Given: L: Leaker AS i.e., the neighbor AS from which
the suspicious route advertisement is
received.

RS: Set of suspicious route advertisements
received from L

Output: true if the suspicious route received is a leak
false otherwise.

1: Select a route from RS for a particular destination
AS E such that:
(i) AS E is at least two hops away from L.
(ii) AS E is not a common customer of both L and its
next hop AS in the suspicious route.

2: Select a prefix p belonging to AS E

3: Advertise prefix p to L (Fool back advertisement)
4: Wait (Configurable)
5: if Withdrawal for prefix p is received from L then
6: Send prefix p withdrawal to L
7: return true
8: else
9: Send prefix p withdrawal to L

10: return false
11: end if

Let us now consider the example when the potential
victim V initiates the BFB strategy on a false suspicion.
For the case of PRL, even if V sends the Fool Back advertise-
ment to the alleged leaker L, this would not prefer it over
its legitimate customer route, and hence the fool back
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advertisement would stay harmless in legitimate cases, as
depicted in Fig. 10(b)—this is why we call this strategy ‘‘be-
nign’’. In other words, the fool back advertisement would
only temporarily poison the route for customers of L in
the case that L had actually leaked a route to V. Also
observe that once the withdrawal is received by the victim,
it withdraws the Fool Back advertisement and it can start
the remediation actions. The amount of time that a victim
must wait (Step 4 in Algorithm 2) before sending the with-
drawal for the fool back advertisement back to L needs to
be set in a manner such that it allows sufficient time to
receive a withdrawal from L as well as short enough to
minimize the route poisoning of customers of L in case
the route leak suspicion is legitimate. In our testing frame-
work, we set the waiting time equal to the Minimum Route
Advertisement Interval (MRAI) value. This allowed enough
time to receive a withdrawal from L while minimizing the
route poisoning affect on the customers of L. As shown in
Fig. 10(a), in case of an actual leak even if L further for-
wards the poisoned route toward O, it will remain harm-
less as E belongs to the customer cone of O and it will
prefer a customer route over the poisoned peer route. In
the case of CRL, where L leaks its peer routes toward the
victim V, the BFB is not applicable. This is because L is leak-
ing peer O routes toward its provider V, thus a fool back
advertisement from the provider victim will be worthless
in presence of existing peer routes. Finally, in terms of
the overhead, the burden caused by the BFB technique on
the BGP control-plane includes suspicious route identifica-
tion and advertisement and withdrawal of the fool back
prefix. For BFB, the suspicious route identification requires
the valley-free valid RIB and the new incoming route from
a peer as input to verify if the AS ever had any route to the
advertised destinations through that particular peer AS or
not in order to trigger the detection. Given the inputs,
Fig. 10. Route poisoning impact of Benign Fool Ba

Table 2
Cross Path + BFB Detection: Experimental and Simulation results for different rou

Leak scenarios Cross Path + BFB (Experiment)

# Harmful Leaks # Leaks Detected % Leaks Detected

CRL (Pr)a 713 701 98.31
CRL (Pe)b 97 21 21.64
PRL (Pr)a 811 792 97.65
PRL (Pe)b 70 18 25.71

a CRL/PRL cases where O is provider of L.
b CRL/PRL cases where O is peer of L.
the suspicious route identification procedure is self-learn-
ing in nature and hence does not pose any administrative
cost, however it does add to the processing burden.
5.1. Simulations result and analysis

For evaluating the BFB technique, we use the same sim-
ulation setup and different route leaks scenarios. As shown
in Table 2, the BFB detection technique proves to be very
useful in PRL (Pe) case as it improves the route leak detec-
tion success rate almost sixfold compared to the CP tech-
nique, i.e., from 5.90% to 34.95%. However, we consider
34.95% yet low detection success rate and the main reason
for low performance is that, when L leaks the routes
learned from a peer, the number of routes announced are
far less than when the leaked routes are from a provider.
Furthermore, these routes provide reachability to a nar-
rower stub-like block of the Internet compared to the
routes received from the latter, thus, observance of cross-
path is less likely. Another reason for yet low route leak
detection success rate is because BFB technique is applic-
able to only those route leak scenarios which fulfill the
conditions 1.(i) and 1.(ii) given in Algorithm 2. As expected,
the BFB detection technique does not help in CRL (Pe) route
leak cases as the BFB technique fails if V is the provider of L.

5.2. Experimental results and analysis

We verify the performance of the BFB technique in the
same experimental testbed as described in Section 4.2.
Table 2 shows the route leak detection results for CP and
BFB combined. We can observe that the BFB technique
improves the route leak detection success rate for PRL
(Pe) to 25.71% which remains poor and the reasons are
the same as discussed above in the simulation case. In
ck: (a) Valid suspicion; (b) false suspicion.

te leak scenarios.

Cross Path + BFB (Simulation)

(%) # Harmful Leaks # Leaks Detected % Leaks Detected (%)

4773 4492 94.11
3974 943 23.73
5406 5044 93.30
2998 1048 34.95
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addition, the same 18 route leaks scenarios were success-
fully detected out of these 70 particular PRL (Pe) cases in
our simulation tests for the BFB technique.

6. Reverse Benign Fool Back (R-BFB) route leak
identification technique

In the previous sections, we presented two route leak
detection techniques and showed through simulations
and real-time experiments that different type of route
leaks in different scenarios can be detected with a reason-
able success rate by using BGP intelligence available at the
control-plane level only. In order to further improve the
route leak detection performance, we propose to use
data-plane traffic intelligence along with the control-plane
in Reverse BFB. The R-BFB targets to improve the route leak
detection in PRL as well as CRL cases where L and O have a
peer relation. As self-explanatory from the name, this tech-
nique is based on the BFB technique described in the pre-
vious section, however the ‘‘reverse’’ means that it is the
O who initiates the benign fool back advertisement and
tries to detect a route leak occurrence. Furthermore, R-
BFB utilizes both control-plane and data-plane information
to counter route leaks. If an AS observes traffic through one
of its peer neighbor from sources that the neighbor has not
advertised through BGP, then either it could be because of
an unadvertised new customer of the peer neighbor or the
AS might be a collateral victim of a route leak. The reason
we say collateral victim is that the alien traffic received by
the AS might be due to a route leaked by the corresponding
neighbor (through which the AS is receiving the traffic) to
one of its neighbors. R-BFB enables an AS to avoid the
adverse impact of a route leak even if it is not the direct
victim by using the available BGP information on both con-
trol-plane and data-plane. We explain the R-BFB technique
with help of an example scenario shown in Fig. 11(a). If L
leaks the routes learned from O to V, then the traffic from
AS G to AS E would follow the path ½G;V ; L;O; E�. If L has
not advertised routes learned from V to O, i.e., it leaked
in one direction only, then O can take measures to verify
if it is a collateral victim of a route leak by using R-BFB.
For this purpose, O chooses an IP prefix from the unadver-
tised sources (i.e., AS G) and advertise them back to the AS
from where it is receiving the traffic, i.e., L. The criteria to
choose the unadvertised source (i.e., AS G) for the reverse
benign fool back are the following.
Fig. 11. Reverse BFB for PRL: (a) Traffic flow from AS G to AS E due to route leak
1. There is no route of AS G advertised by L at O.
2. AS G, the selected unadvertised source for the reverse

fool back advertisement, is not a customer of both L
and V.

3. AS G is at least two AS hops away from L.

On receiving a fake shorter AS-Path length route adver-
tisement for AS G from O, if L decides to choose it as its best
path toward AS G, then O can be assured that it is a collat-
eral victim of a route leak. But unlike BFB, L will not send
any withdrawals toward O for AS G routes as it never
advertised them to O in the first place. However, O can still
sense the change of best path at L for AS G, if it receives
traffic destined for AS G from L, that is L accepted O’s false
reverse fool back advertisement. As shown in Fig. 11(b),
the traffic from B to G gets diverted toward O because of
the reverse benign fool back advertisement instead of tak-
ing the path B; L;V ;G. This confirms that the traffic
½G;V ; L;O; E� was indeed a consequence of a route leak
because if AS G was a new unadvertised customer of L, then
it would not have preferred the false reverse fool back
advertisement over it. The R-BFB has similar line of reason-
ing for verifying if an unadvertised source traffic is a fallout
of a route leak as BFB, however the former depends on
data-plane traffic monitoring for triggering and concluding
itself. Algorithm 3 shows the step-by-step working of the
R-BFB technique.

It is important to note that the impact of the R-BFB, in
terms of route poisoning of AS G, is temporarily confined
to the customers of L only, in case of an actual route leak.
This is because O sends the withdrawal for the reverse fool
back advertisement toward L on receiving traffic destined
for AS G from L (See steps 5–7 in Algorithm 3). In case of
R-BFB, the waiting time, in Step 4 of Algorithm 3, is set
to double the MRAI value to allow enough time to receive
traffic destined for AS G in case L falls for the reverse fool
back advertisement. In case of the false suspicion, the false
reverse fool back advertisement of R-BFB gets discarded
against a valid customer route and thus has no adverse
affects. Unlike the BFB, the R-BFB is applicable to PRL as
well as CRL in which L and O have a peer relation, as illus-
trated in Fig. 12. Furthermore, it is worth mentioning that
unlike CP and BFB, which allow an AS to detect route leaks
if the AS is a direct victim, R-BFB enables an AS to detect
route leaks that are not directed at the AS but are affecting
it one way or the other. The R-BFB technique poses
; (b) traffic flow from AS B to AS E due to reverse fool back advertisement.



Fig. 12. Reverse BFB for CRL: (a) Traffic flow from AS G to AS E due to route leak; (b) traffic flow from AS B to AS E due to reverse fool back advertisement.

Table 3
Cross Path + BFB + R-BFB Detection: Experimental results.

Leak
Scenarios

Cross Path + BFB + R-BFB Detection

# Harmful
Leaks

# Leaks
Detected

% Leaks Detected
(%)

CRL (Pr)a 713 701 98.31
CRL (Pe)b 97 93 95.87
PRL (Pr)a 811 792 97.65
PRL (Pe)b 70 46 65.71

a CRL/PRL cases where O is provider of L.
b CRL/PRL cases where O is peer of L.
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overhead on both the BGP control-plane and on the data-
plane. The suspicious traffic identification requires an AS
to monitor incoming traffic on the data-plane for sources
that a particular neighbor customer or peer AS has not
advertised through BGP. The suspicious traffic monitoring
incurs heavy overhead in order to trigger the detection
procedure. Furthermore, R-BFB also has the overhead of
advertising and withdrawing the reverse fool back prefix
on the control-plane. In comparison to the other two RLD
techniques, R-BFB incurs the heaviest overhead but it
enables the AS to detect route leaks in wider scenarios
where CP and BFB fail. Next, we discuss the performance
evaluation of R-BFB technique in our experimental testbed.

Algorithm 3. REVERSE-BENIGN FOOL BACK (R-BFB): It allows an
AS to identify whether it is a collateral victim of a route
leak or not.

Given: L: Leaker AS i.e., neighbor AS from which the
suspicious traffic is received.
AT : Set of ASes which are source of the alien
traffic received on data-plane

Output: true if the suspicious traffic is due to a route
leak
false otherwise.

1: Select an AS E from AT such that:
(i) there is no route to AS E through L.
(ii) AS E is at least two hops away from L.
(iii) AS E is not a common customer of both L and
the next hop AS.

2: Select a prefix p belonging to AS E.
3: Advertise prefix p to L (Reverse Fool back

advertisement)
4: Wait (Configurable)
5: if data-plane traffic is received from L destined for

AS E then
6: Send prefix p withdrawal to L
7: return true
8: else
9: Send prefix p withdrawal to L

10: return false
11: end if
6.1. Experimental results and analysis

The inclusion of data-plane intelligence provides an
extra pair of eyes for detection of route leaks in different
scenarios. For the same set of route leak experiments as
in Sections 4.2 and 5.2, Table 3 shows the route leak detec-
tion results of R-BFB technique on top of CP and BFB. R-BFB
improves the detection success rate for both CRL (Pe) and
PRL (Pe) scenarios from 21.64% to 95.87% and 25.71% to
65.71%, respectively. For the PRL (Pe) case, the R-BFB was
only applicable to 46 route leak scenarios as in the rest
of the scenarios the victim AS did not have customers.
Similarly, for CRL (Pe), R-BFB could not be used in 4 route
leak scenarios due to absence of customers at the victim
AS. With these results, we contend that intelligence from
both control-plane and data-plane provide enough infor-
mation to detect most of the route leaks.

We did not test the R-BFB technique using our simulation
environment because NS2 does not allow emulation of data-
plane. Furthermore the BGP++ implementation in NS-2 only
simulates the BGP control plane, but without enforcing the
routing rules to the nodes, thus not allowing the generation
of regular traffic through the paths as learned by BGP. Thus
for R-BFB, we confine our study to the experiments per-
formed using Topology-990 in this paper.
7. Route leak problem in sibling–sibling relations

In this section we analyze the route leak problem in the
context of sibling AS relationship. Any two different ASes
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are said to have a sibling–sibling relation among them-
selves if they are under the administration of a single orga-
nization. For example, if a larger ISP acquires a smaller ISP
with a distinct ASN or extends its network under a differ-
ent ASN, then the relationship between the two ASes,
now under the same administration, is called a sibling–sib-
ling relationship, i.e., they are the children of the same
‘mother’ organization. In the sibling–sibling relation, the
ASes typically offer transit to each other, i.e., sibling ASes
can exchange their provider, peer and customer routes
between themselves. The main reason for analyzing route
leak problem in sibling relationship case separately from
customer–provider and peer–peer relationships is because
the valley-free route re-advertisement model, stated in
Section 3, does not encompass the former relationship
case. Although, there are no hard and fast rules governing
the re-advertisement of routes learned from sibling AS, the
profit optimization goal of a service provider can be used to
draw out economically compelling guidelines.

7.1. Defining route leak problem for sibling routes

In the case of sibling relation, collective (i.e., for both
ASes) revenue optimization has to be considered, as the
two ASes are owned by the same organization. In that per-
spective, let us analyze different possible re-advertisement
scenarios of sibling routes. Fig. 13, shows a sibling–sibling
relation between AS c and AS d. As shown in the figure, d
forwards its provider route for prefix P1 : ½d; b� toward its
sibling c. Now, if c further re-advertises the route for prefix
P1 : ½c; d; b� to its provider AS a, then a would prefer the
route it learned from customer c over the route P1 : ½b� it
learned from its peer AS b. As a consequence, the traffic
between a and b will follow the path ½a; c; d; b�, i.e., c and
d would be providing a transit between a and b for zero
revenue. We recall that c and d being customers of a and
b are paying a and b for transit to other networks. Thus,
we can consider the re-advertisement of sibling’s provider
routes to ones own provider as against economic
convention.
Fig. 13. Re-advertising sibling’s provider routes to own provider.
Fig. 14, illustrates when if an AS forwards sibling’s provi-
der route to its peer. That is, c re-advertises its sibling’s pro-
vider route for prefix P1 : ½c; d; b� to its peer AS e. As a result c
and d will again be providing transit to traffic whose source
and destination does not belong to either of them for zero
revenue. Hence, the re-advertisement of sibling’s provider
routes to ones own peers is economically invalid as well.

Figs. 15 and 16 illustrate the re-advertisement of sib-
ling’s peer route of prefix P2 toward own provider and peer
ASes, respectively. In both cases, the resulting traffic flows
will be revenue unfriendly. Thus, the re-advertisement of
sibling’s peer routes to ones own provider and peer ASes
is economically irrational. It is worth mentioning that re-
advertisement of sibling’s provider or peer routes toward
own customers is economically logical as it might cause
traffic between own customers and sibling’s provider or
peers resulting in increase of revenues.

The re-advertisement of sibling’s customer routes
toward its own provider, peer and customers seems eco-
nomically prudent as it will cause revenue generating traf-
fic flows, as illustrated in Fig. 17.
Fig. 14. Re-advertising sibling’s provider routes to own peer.

Fig. 15. Re-advertising sibling’s peer routes to own provider.



Fig. 16. Re-advertising sibling’s peer routes to own peer.

Fig. 17. Re-advertising sibling’s peer routes to own customer.
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Based on the above illustrated scenarios, following rules
for re-advertisement of sibling routes can be considered:

Rule R.4. ‘‘Sibling’s customer routes can be further re-
advertised to own customers, peers and providers.’’
Rule R.5. ‘‘Sibling’s peer routes can be further adver-
tised to own customers only.’’
Rule R.6. ‘‘Sibling’s provider routes can be further
advertised to own customers only.’’

In the line of R.4, R.5 and R.6, we can define route leak
problem in context of sibling relationship as follows:

Definition 4. ‘‘If a route is advertised by an AS toward a
neighbor AS such that it is in violation of rules R.4 or R.5 or
R.6, then the route advertisement is a route leak.’’

Given the above definition, we proceed to reasoning of
route leak detection when sibling routes are leaked.

7.2. Route leak detection for sibling routes

The RLD techniques described in Sections 4–6 cannot be
directly applied for detecting sibling route leaks given the
inherent nature of the sibling AS relationship. We explain
this point with the help of an example. Let us consider
the network given in Fig. 17 and assume, for traffic engi-
neering purposes, that either c does not advertises its cus-
tomer g directly to its provider a or withdraws the route
½c; g� from a. However, it does advertises its customer g to
its sibling d which in turn advertises to its provider b. In
such a situation, the following routes with corresponding
AS-Paths can be observed in the RIB of a including;

� AS-Path: ½b�
� AS-Path: ½c�
� AS-Path: ½b; d; c; g�
� AS-Path: ½c; d;h�
� . . .

We can observe a cross-path between ½c; d� and ½d; c� for
two different set of prefixes. The cross-path technique (cf.
Algorithm 1) described in Section 4 would fall prey to false
positive and output route leak detected. This happens due
to lack of prior sibling relation information and as a conse-
quence the CP technique treats c and d as two separate
entities. Similarly, for BFB and RBFB, lack of information
of sibling relation between c and d makes the application
of those route leak detection techniques doubtful. This is
because, having sibling relation among any two ASes
allows them to implement complex traffic engineering
policies, which cannot be anticipated to any point of cer-
tainty, thus making it difficult to detect route leaks.

In this section, we discussed the route leak problem in
the presence of a sibling relationship. However, we con-
tend that it is important for an AS to have prior information
of sibling relationships in order to detect sibling route
leaks. For example, prior knowledge of sibling relation-
ships in the CP technique can enable it to detect sibling
route leaks. The advance information of sibling relation-
ships will allow the CP technique to treat the two sibling
members as one entity, thus avoiding any false positives.

The assumption of beforehand information of ASes
which have sibling–sibling relation is not irrational. If not
automated, manual efforts can be made to build up a set
of sibling ASes by utilizing the information available in
online databases such as IRR. Although we contend that
the BGP policy information available in IRRs is unreliable
and not up-to-date, it is reasonable to extract sibling infor-
mation based on the owner organization as it changes less
frequently compared to the BGP policies ([22]).
8. Open issues

Even though our proposals can be applied in many prac-
tical situations (e.g., the Dodo-Telstra incident could have
been avoided), there are still some others that might not
satisfy the hypotheses of Theorems 1 and 2 given in
Section 3.3, and therefore, they need further analysis. In
the remainder of this Section, we discuss the reach and
limitations of the contributions in this paper.

Hybrid relationships: The valley-free rules for exporting
routes serve as a reasonable stepping stone toward theo-
retically modeling the route leak problem. However, the
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valley-free export rules are not necessarily satisfied under
certain complex relationships between ASes, such as hybrid
relationships. These latter refer to cases where two large
ASes have different relationships between them at geo-
graphically different points of presence (PoP). For example,
two ASes may have a customer–provider relation in one
region and a peer–peer relation in another region. We con-
tend that the analysis presented in this paper may even stay
valid in various hybrid scenarios, since the routing informa-
tion that is relevant for the detection is the one contained in
the routers in proximity with the occurrence of the route
leak—independently of the divergence on the routing views
at geographically separated areas.

Route leak propagation: Observe that our analysis can
only be used for detecting when a route leak is initiated.
Detecting route leak propagation is far more difficult than
detecting its initiation. The route leak propagation refers to
the scenario where the victim AS receives a route leak and
forwards it further to its neighbors. The victim AS may for-
ward the route leak to its neighbors according to the
relationship it has with them, which makes it more diffi-
cult for any AS receiving the propagated route to detect it
as a route leak. An extended version of the customer route
leak example presented in Section 3 is shown in Fig. 18.
The AS a forwards the leaked route P1½a; c; b; d� received
from its customer AS c to its peer AS e, which is allowed
according to R.1–R.3. The AS e further advertises this
leaked route to its customers, including AS f. Note that nei-
ther AS e nor AS f can detect this route advertisement as a
route leak, since they receive it in accordance with the
relationship that they have with their corresponding
neighbors. We leave the detection of route leak prop-
agation for future research.

Initial valley-free state: From an engineering perspec-
tive, the hypothesis H .1 is reasonably achievable by many
transit domains, since route filters can be set to that end
for a short period. This will ensure that the routes imported
up to that stage are valley-free. Once this is guaranteed, the
route filters need not be maintained and could be removed.
Observe that the reluctance of providers for using filters
does not lie on their initial configuration, but rather on
keeping them updated. In any case, this method of applying
and removing filters is challenging for very large providers,
and without SIDR’s solutions (cf. Section 9.1) in place, it can
only be achieved through a chain of trust during filter con-
figuration. Further research is needed on how to ensure that
the initial state at the potential victims is valley-free.
Fig. 18. Route leak initiation and route leak propagation.
9. Related work

There are very few research works which study the
route leak problem in detail and propose a solution as well.
Apart from the research studies, there are a few conven-
tional methods, e.g., route filters, that can be used as a pos-
sible solution for the route leak problem. In this section, we
discuss the research studies and the conventional mit-
igation methods that particularly target to resolve the
route leak problem.
9.1. Research studies

The primary difficulty in solving the route leak problem
lies in the secrecy of the AS relationships in the Internet.
There are several AS relationship inference schemes
proposed in the literature, including contributions such
as [13,22,23]. The existing solutions typically infer the
relationships between any two ASes by analyzing the
BGP data collected at different points in the network, called
vantage points. One fundamental critique on such infer-
ence schemes is that their knowledge base for inferring
the AS relationships is partial, i.e., their view of the
Internet is restricted to the data collection points. Ager
et al. [24] highlight the limited nature of such AS relation-
ship inference schemes, by detecting far higher number of
peer-to-peer links within only one large Internet Exchange
Point (IXP), as compared to the number of peer-to-peer
links in the entire Internet discovered by well-known
inference schemes.

Sundaresan et al. [25] also investigate the export policy
violation attacks in inter-domain routing, calling them traf-
fic attraction attacks. In essence, to detect export policy vio-
lations they exploit the valley-free path feature that a
particular BGP update once traversed through a provider-
customer link or a peer–peer link should not go over a cus-
tomer–provider link or another peer–peer link, respec-
tively. They propose to set a flag in the BGP advertisement
when it is sent to a peer AS or a customer AS. The flag is con-
tained in a new ATTEST attribute which is appended by all
the ASes in the AS-Path. Furthermore, they proposed to
include the ATTEST attribute in the signed part of the
Secure BGP (S-BGP) [26] message to maintain the integrity
of the flags set by each AS in the AS-Path. In this way, any
AS can determine if an update received from a customer
AS or a peer AS has violated the export policy rules by ver-
ifying the flags in the chain of ATTEST attribute. However,
according to their results, their solution becomes effective
when more than 60% of ASes deploy the scheme. They
tested their scheme only for the stub route leak case (i.e.,
when a multi-home AS leaks a route learned from provider
to another provider) and expected worse performance for
other route leak scenarios such as peer route leak. The main
shortcomings of this scheme is that it requires changes in
the BGP protocol to accommodate the new ATTEST attribute.
The scheme also depends on the Route Attestations (RA)
and Address Attestations (AA) mechanisms of S-BGP [26]
which incur software and hardware burden of third party
security infrastructure. Furthermore, this scheme requires
high deployment percentage in order to be effective for a
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certain type of route leaks. And more importantly, the set-
ting and signing of the flag in the ATTEST attribute discloses
AS policies more than what are already revealed by the BGP
protocol at present.

It is worth mentioning that the security solutions pro-
posed by the IETF’s Secure Inter-Domain Routing (SIDR)
Working Group (WG) [14], namely, the Resource Public
Key Infrastructure (RPKI) [16], Route Origin Authorization
(ROA) [17], and Secure BGP (BGPSEC) [18] do not address
the route leak problem. This is because route leaks are
not covered by SIDR’s solutions, since they were not
included in the original agenda of the WG. Indeed, the
SIDR WG has requested the Global Routing Operations
WG [15] to define the route leak problem before even
attempting to address it. Recently an idea of using Route
Leak Protection (RLP) field inside the BGPSEC signatures
to counter route leak problem is under discussion in the
GROW WG [15]. The RLP field consists of two bits whose
value is set by the AS sending the BGPSEC update to indi-
cate the receiving AS if it is allowed to advertise the routes
included in the update to its providers or peers. If the RLP
field is set to 00 then the receiving AS can forward the
update to its providers or peers and if it is set to 01 then
the receiving AS is not allowed to forward the update to
its providers or peers. Now, if an AS receives a update from
its customer AS such that it observes 01 in the RLP field
while unwinding and verifying the signature segments of
all the ASes in the AS-Path, then it can consider this update
as a route leak.

Let us explain the RLP working using the topology in
Fig. 19. According to solution, AS4 will put 00 while advertis-
ing its IP prefix 10.1.1.0/24 toward its provider AS2, i.e., it
allows AS2 to further advertise the IP prefix. Now, in step
(ii.b), AS2 puts 01 while advertising the IP prefix to AS3,
i.e., disallowing AS3 to advertise the update to its providers
and peers. Now, if AS3 leaks the route to AS1, then AS1 can
establish it as a route leak as it will observe a 01 in the sig-
nature segment added by AS2. The RLP solution works well
for mitigating route leaks, however it suffers from similar
Fig. 19. Route leak on a customer link in
problems as faced by the solution proposed by
Sundaresan et al. [25]. In addition to the syntactical and
operational changes to the BGP protocol, the RLP solution
will only be effective if all ASes in the AS-Path are BGPSEC
enabled. During the partial deployment tenure, the RLP
solution can be deceived legitimately as the BGPSEC proto-
col allows BGPSEC functionality downgrade to support
backward compatibility with the BGP protocol. Moreover,
the RLP solution reveals AS policies more than what BGP
already does. This is because in the RLP solution, an AS has
to explicitly indicate and sign if the next hop is allowed or
not allowed to further advertise a particular route. The
BGPSEC functionality downgrade and the AS policy rev-
elation issues raises concern on the robustness and adapt-
ability of RLP solution for mitigating the route leak problem.

Another methodology to resolve route leaks was pro-
posed in [19]. This method suggests to color each AS-hop
in the AS-Path according to the corresponding link type,
e.g., an AS-hop is ‘‘Green’’ if toward a provider, and is
‘‘Yellow’’ if toward a peer or customer. That is, a route
received from a customer must have all AS-hops marked
‘‘Green’’ or otherwise it is a route leak. Likewise, a route
received from a peer must have all AS-hops marked
‘‘Green’’ except the last AS-hop marked ‘‘Yellow’’ or else
its a route leak. This coloring scheme should be used in
conjunction with BGPSEC by having a signature block simi-
lar to the AS-Path signature block to avoid manipulation
attacks at every AS-hop. The BGPSEC mode of imple-
mentation adds extra burden of signing and verifying the
color signature block on the already resource demanding
BGPSEC implementation. Consequently, this solution
inherits the disadvantages and issues of BGPSEC.

9.1.1. Comparison discussion
The solutions proposed by the studies discussed above

have common disadvantages including alteration of the
BGP protocol, high deployment requirement to be effective,
and revelation of AS policies. The first two problems put a
question mark on the robustness and adaptability of the
presence of RPKI, ROA and BGPSEC.



M.S. Siddiqui et al. / Computer Networks 82 (2015) 135–155 153
solutions for mitigating route leaks, however it will be more
difficult to convince the industrial players for the latter one,
that is to earn relaxation on the confidentiality of the AS
policies. In comparison, the RLD techniques, namely CP,
BFB and R-BFB, do not suffer from any of these issues.
One of the main reason why several past BGP security pro-
posals did not achieve mass adoption is because they
required changes to the BGP protocol which did not offer
enough incentives to overcome the BGP technological iner-
tia. The RLD techniques do not require changes to the BGP
protocol instead they utilize the available BGP control and
data plane information with in the AS to their advantage.
Furthermore, the effectiveness of the RLD methodologies
do not depend on their mass adoption, i.e., they remain
potent even though if no other domain adopts them. The
results from our tests show that an AS is able autonomously
detect route leaks in different scenarios with a high success
rate using the RLD techniques. The concealment of the AS
policies is an important requirement as the service provi-
ders treat their AS policies as their business secrets. The
RLD techniques also do not reveal AS policies any more than
what already is revealed by the BGP protocol.

However, it is worth mentioning that the solutions dis-
cussed above target a high level of security, regardless of
intentional or unintentional route leak, as they embed
the security mechanism with in the BGP protocol. On the
other hand, among the RLD techniques, only CP provides
security against both intentional and unintentional route
leaks, unlike BFB and R-BFB, which mainly target route
leaks as result of misconfigurations.

9.2. Conventional methods

Overall, the conventional methods to mitigate route
leaks include route filters, Internet Route Registries
(IRRs), and BGP monitoring tools. The utilization of route
filters on the BGP routers between two ASes aims at filter-
ing out routes that are in violation—or are out of the
scope—of the agreed policies. The timely and accurate
maintenance of route filters becomes challenging as the
number of allowed prefixes increase up to thousands,
due to the administrative burden. As a result, the ASes pre-
fer to rely on trust and do not maintain up-to-date prefix
filters—hence saving their high maintenance cost. The
YouTube incident in 2008 [2], and the Google incident in
2012 [5], could have been avoided if the route filters at
the providers were effective.

The IRRs provide an online structured database of route
objects that can be used to automate the maintenance of
the route filters. However, IRRs also suffer from high main-
tenance cost because the route objects in the IRRs have to
be defined first and then kept up-to-date, so the route fil-
ters can be automatically maintained. Besides, IRR records
are not maintained by all ASes, and existence of duplicate,
false, and incomplete records have raised questions on the
sanity of the information contained in IRRs.

The BGP monitoring tools, such as Nemecis [27], Prefix
Hijack Alert System (PHAS) [28], Pretty Good BGP
(PGBGP) [29] and Argus [30], analyze BGP data collected
at different vantage points to detect irregularities. These
monitoring tools have to be trained on up-to-date policies
to detect any irregularity, thus causing similar administra-
tive burden as route filters and IRRs. Such monitoring tools
are good as long as the irregularities are observed at the
vantage points, so strategic attacks avoiding the vantage
points can still succeed without detection. Both, BGP moni-
toring tools and AS relationship inference schemes depend
on BGP data collected at different vantage points. However,
the former utilize the data to detect irregularities against
pre-defined policies, whereas the latter use the data to infer
the business relationships and type of peering among ASes.

An interesting route leak detection solution was pro-
posed by [11] by counting the number of predefined ‘‘Big
Network’’ ASes in an AS-Path of a route under considera-
tion. The set of ‘‘Big Network’’ ASes is composed of mostly
Tier-1 ASes. This simple technique is based on the fact that
an AS-Path should not contain more than two Tier-1 ASes
in it. Thus, if an AS-Path contains more than the fixed
threshold number (default threshold is 2) of allowed ‘‘Big
Network’’ ASes, then it is flagged as a route leak. This solu-
tion is based on the same concept as the RLD techniques
that is to utilize BGP knowledge to detect the route leaks.
9.2.1. Comparison discussion
The rudimentary solutions discussed above can be used

as a first line of defense, however, they prove to be a stop-
gap solution and incur high administrative cost in face of
scalability. In comparison to the route filtering solution,
RLD techniques require route filters for an initial training
period to ascertain the defined hypotheses, but their con-
tinuous maintenance is not required. Hence, the cost of
administrating the route filter does not increase once the
RLD techniques are triggered.

With regard to the BGP monitoring tools, the RLD tech-
niques are self-reliant and do not rely on any third party
security information or infrastructure. And for this reason
they avoid the high administrative cost required to train
and maintain the monitoring infrastructure up-to-date
with the routing policies. Consequently, the RLD techniques
also do not require any effort for trust establishment with
the third party to avoid bogus information exchanges.

As mentioned earlier, the solution presented in [11] is
similar in concept with the RLD techniques, however, the
RLD techniques go much beyond than just using Tier-1
ASes information and take advantage of direct neighbor
AS relationship, BGP control-plane and data-plane infor-
mation for the purpose of detecting route leaks. One of
the downsides of the ‘‘Big Network’’ technique is that it
does not consider the local AS policies or AS neighbor
relationship knowledge and thus not only it falls prey to
generation of false positives, but also fails to detect route
leaks which do not involve ’’Big Network’’ ASes in the AS-
Path. On the other hand, the RLD techniques detect route
leaks regardless of the size of the AS by using the available
BGP information at hand.
10. Conclusion

In this paper, we studied a set of anomalies that threa-
ten the security and reliability of the inter-domain routing
system, which are referred to as route leaks. We
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introduced a basic theoretical framework including realis-
tic hypotheses and theorems, under which an AS is able to
detect route leak initiation autonomously. The main
advantages of our approach include: (a) no reliance on
third party information (e.g., vantage points); (b) no
changes required to control-plane protocols (e.g., to BGP);
and (c) from an engineering perspective, route filters may
be needed for an initial training period to ascertain the
defined hypotheses, but their continuous maintenance is
not required. We also provably showed with the help of
real-time experiments and large scale event driven sim-
ulations that route leak detection techniques, namely CP,
BFB, and R-BFB which are based on the theoretical frame-
work described in this paper, enable an AS to autono-
mously detect route leak with high success rate. We also
shed light on the route leak occurrences for sibling–sibling
relationships. Our real-time experimental results show a
high route leak detection success rate when all the three
route leak detection techniques are used. However, we
concede that the theoretical and pragmatic analysis pre-
sented in this paper is valid for detecting—under certain
conditions—route leak initiations only. The detection of a
propagated route leak requires further investigations.
Further research is also needed to find ways of detecting
route leaks under conditions relaxing the hypotheses of
Theorems 1 and 2 (e.g., in the absence of cross paths in
the RIBs for the route leaker and the route owner).
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