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Abstract

The wide adoption of Internet of Things (IoT) infrastructure in recent years has allowed capturing data from systems that make
intensive use of electrical power or consumables typically aiming to create predictive models to anticipate a system’s demand and
to optimize system control, assuring the service while minimizing the overall consumption. Several methods have been presented
to perform usage anticipation; one promising approach involves a two step procedure: profiling, which discovers typical usage
profiles; and, prediction that detects the most likely profile given the current information. However, depending on the problem at
hand, the number of observations to characterize a profile can increase greatly, causing high dimensionality, thus complicating the
profiling step as the amount of noise and correlated features increase. In addition, the profile detection uncertainty increases, as
the cluster intra-variability becomes larger and the distances between the centroids become similar. To overcome the difficulties
that a usage profile with high dimensionality poses, we developed a methodology that finds the intrinsic dimensionality of a
dataset, containing binary historical usage data, by performing dimensionality reductions to improve the profiling step. Then, the
profile detection step makes use of the transformed actual data to accurately detect the current profile. This paper describes the
implementation details of the application of such techniques by the analysis of two use cases: (1) usage prediction of a laser
cutter machine; and, (2) occupancy prediction in an office environment. We observed that the dataset dimensionality and the
cluster intra-variability was greatly reduced, making the profile detection less prone to errors. In conclusion, the implementation
of methodologies to enhance the separability of the original data by dimensionality transformations improves the profile discovery
and the subsequent actual profile detection.
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1. Introduction

In recent years, Internet of Things (IoT) technologies have been widely adpted in the industry, allowing to capture
large amounts of data regarding systems that make intensive use of electrical power or consumables [17, 10]. The
logged data are frequently used to create models which anticipate a system’s demand to optimize its control such that
the service is guaranteed while minimizing the overall consumption [5].

Several methods have been presented in literature to perform usage anticipation to automatically steer the system’s
control while maintaining functionality. Shu et al. (2017) [15] presented a non-exhaustive study of these methods
and how they are related to smart systems. enumerating three types of methods: (1) pervasive computing; (2) usage
profile/prediction; and, (3) intelligent control. Pervasive computing methods inform the user about the current system
state, such that the user acts upon this information. Usage profile/prediction methods extend the functionality of
pervasive computing by incorporating a two-step process: profiling and prediction. The former involves discovering
typical usage profiles, while the latter involves the detection of the most likely profile for the current time [3]. In this
way, the system automatically adapts itself to the user expectations. Intelligent control methods implement the usage
predictions into a physical controller.

Usage prediction is typically performed by applying machine learning techniques. For instance, Honarmand et
al. (2014) [7] modelled the driving patterns of different users by a Markov chain model. This information was then
included in an optimization model to define charging/discharging schedules for plug-in electric vehicles. In addition,
Basu et al. (2013)[2] studied different machine learning techniques to perform usage prediction in home appliances,
such as artificial neural networks, Bayes networks, and decision trees. These methods are data-driven by nature, but
they do not provide information about the system from a global and understandable perspective. Therefore, a method
such as the one proposed in [3] involving profiling and prediction is more informative to take actions on the system,
as it first discovers the typical usage profiles, i.e. ways how the system is typically used, which are then used for
prediction. The profile information provided by this method is highly interpretable and the computation power required
to perform predictions is very low, which represent a substancial benefit with respect to black box models. However,
depending on the problem at hand, the number of observations to characterize a profile can increase greatly, causing
high dimensionality, thus complicating the handling process in terms of storage capacity and computational time. In
addition, the profiling step becomes less effective, as many of the dimensions are correlated or noisy. Furthermore,
the intra-cluster variability increases proportionally to the noise, decreasing the separability between clusters, as the
cluster centroids become closer to each other. The type of data that characterizes a profile, e.g. numeric or categorical,
has a big impact on the selection of the methodology to discover the profiles since the similarity measurement selection
depends heavily on this type of data [1, 14].

To overcome the difficulties that a usage profile with a high dimensionality poses. we developed a methodology that
finds the intrinsic dimensionality of a dataset containing binary historical usage data, by performing dimensionality
reductions to improve the profiling step. Then, the profile detection step makes use of the transformed and enhanced
data to accurately detect the current profile. This paper describes the implementation details of the application of
such techniques by the analysis of two use cases: (1) usage prediction of a laser cutter machine; and, (2) occupancy
prediction in an office environment.

2. Dataset Description

Two datasets were used for the experiments in this work. One dataset contains information about the machine
control mode of an industrial 5 kW CO» laser cutting machine for a period of 252 working days. During this period,
the machine status was recorded every second. This machine has the following states: start-up, standby, three levels
of cutting, and off. For the sake of simplicity, the dataset was altered to differentiate only two states: not-working (off,
standby, and start-up) and working (cutting). Then, the dataset was re-sampled to a new resolution of 10 minutes.
Therefore, each day contains 144 measurements.

The second dataset corresponds to a time series of occupancy information of a single-user academic office. The
occupancy data were collected by a wireless sensor network (WSN), consisting of two motion sensors and a magnetic
reed switch attached to the door. The office occupancy was derived from a decision tree [3]. The presence was logged
for 239 working days at a time resolution of 15 minutes. In this case, every day is characterized by 96 measurements.
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3. Methodology

One effective way to anticipate usage in a system is to identify its recurrent usage patterns, which are then used to
estimate the most likely pattern given the current information. The most likely profile is used to predict the expected
usage, as it contains probabilistic information in function of time and the variability of the usage patterns. Thus, this
process can be divided into two main steps: (1) profiling, which is performed offline and aims to discover the recurrent
usage patterns in the dataset; and, (2) profile detection, which is performed online by comparing the information of
the current day to the different usage profiles using a similarity score. The usage profiles were segmented into days
since human behaviour tends to be strongly correlated on a daily and weekly basis.

3.1. Discovering usage profiles (offline)

The main objective of this step is to discover recurrent usage patterns in the dataset, by applying clustering tech-
niques. For the experiments, two cases were considered to discover profiles: (1) clustering the original dataset (full
dimensionality); and, (2) clustering the dataset after transforming it into a dataset with lower dimensionality. For the
first case, let n = 1,.... N be the day of each observation, r = 1,....T the time of the day. x, = (x,1.....x,7) the
set of observations for the day n, where x,, = {0, 1} (x,, = 0: no usage, x,,, = 1: usage). The number of variables
(T') required to characterize a profile depends on the time resolution at which the dataset was logged (144 for the
first case and 96 for the second case). As a result of the clustering process, a set of profiles is discovered, i.e. clus-
ters k = 1,..., K such that their cluster intra-variability is minimized and their separation maximized. The clustering
process must also consider that not all clusters contain a similar number of days.

Since the observations x,, are categorical, the selection of the clustering methods and similarity metrics must be
oriented to this type of data [14, 13]. For instance, a concept such as the Euclidean distance between two categorical
points is not valid, as their distance cannot be represented by such metric. Therefore, the similarity metric used in
this experiment was the Jaccard score [8], which provides a valid interpretation of distances between categorical
points. The following clustering techniques were used: Hierarchical Clustering, KMedians, and DBSCAN which
automatically finds the number of clusters. For a detailed description of these clustering techniques, the reader is
referred to [9]. In the case of Hierarchical Clustering and KMedians, the number of clusters is an algorithm parameter.
A simple and intuitive method to find the number of clusters was presented by A. Fujita et al. (2013) [6]: the slope
statistic is based on the silhouette score proposed by Rousseeuw (1987) [12], and aims to find a dataset partition that
maximizes the overall silhouette score and that cannot be further partitioned. The slope statistic is defined as follows
k = argmaxy — [s(k + 1) — s(k)]s(k)? where s(k) is the overall silhouette score for k clusters. The optimal cluster
configuration is achieved when the configuration of & clusters provides a high silhouette score and a low score for a
k + 1 configuration.

In the next experiment, the original dataset was transformed into a lower dimensional space by applying logistic
principal component analysis (logPCA) [11] and logistic single value decomposition (logSVD) [4]. Logistic PCA is
an extension of ordinary PCA oriented to binary data. In the case of logistic PCA, principal components are estimated
by using maximume-likelihood by computing a sequence of singular value decompositions. These techniques are valid
for the methodology, as the original dataset is binary and the traditional PCA and SVD techniques are unable to cope
properly with this type of data. Let x, = (x) |.....x} ). 7" << T be the observation of day n transformed to a lower
space. This data transformation changes the observation type of data such that.v) , € R, € T’. The transformed data
are then used in a clustering process with a Euclidean metric as a similarity score. For this experiment, a Hierarchical
Clustering process was used due to its simplicity and ability to deal with unbalanced cluster memberships.

3.2. Detecting usage profiles (online)

The profile detection process is continuously performed once the usage profiles have been discovered; it compares
the usage information of the current day to the usage profiles. The detection process aims to find the most likely usage
profile given the already observed information of the current day. Let xy,1 = (Xnys11.. ... Xye14). £" € T be the partial
observation of a new day N + | at time 7*. Let §(xy-1) be a function that computes the similarity scores of day N + 1
with respect to the centroids of the usage profiles ¢, = (¢ .. ...ck). k € K. Then, the most likely cluster is selected
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Fig. 1. Slope statistic results for the laser cutter machine usage (first row) and room occupancy dataset (second row). The first and second column
depicts the results of using a Hierarchical Clustering and K-centroids algorithms respectively.
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Fig. 2. Explained variance (first row) and slope statistic (second row) results for the laser cutter machine usage (first and second columns) and room
occupancy dataset (third and forth columns). This figure depicts the results when using 1ogSVD (first and third column) and when using logPCA
(second and forth columns).

according to the similarity metric defined in é(e). For the experiments with the original dataset, this score is computed
by the Jaccard distance.

For the experiments using the dataset with a lower dimensionality, the new observation xy,; was transformed, and
then compared with the cluster centroids of the transformed data ¢ = (C;C’l, . C;(,r,), k € K. Likewise, the profile with
the maximum similarity score was selected as the most likely profile for the current day: k™ = argmax;é(c. Xny1).
For the transformed dataset case, Euclidian distance was used a similarity metric (5(e)). since it is simple to interpret,
fast, and is a valid score for the transformed type of data.

The last 15 days of the dataset were separated as testing data. The profile detection accuracy was tested at different
times on the testing days, i.e. from 8 am till 8 pm in intervals of two hours.

4. Usage Profiles Discovery

In this section, the results regarding the identification of profiles are depicted. Firstly. the profiles discovered by
using all features in the dataset are shown; then, the profiles discovered with the dimensionality reduction methods,
i.e. logSVD and logPCA, are analyzed.

When clustering using all the dataset features (Figure 1), there is a very strong presumption that the best choice
is two clusters for both datasets, i.e. laser cutter machine (Figure 1A-B) and occupancy in an office (Figure 1C-D),
regardless of the clustering algorithm. However, having only two clusters to perform usage anticipation is rudimentary
as those clusters contain an average of the typical days: workday and holiday: this results in an uninformative dataset
partitioning, supporting the idea that many of the variables of the original dataset are noisy and highly correlated to
each other.
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Fig. 3. Usage profiles of the laser cutter machine (left) and the room occupancy in an office environment (right). The profiles are shown with their
cluster probability which is computed as the number of days that belongs to the cluster divided by the total number of days observed.

When the original dataset is transformed by applying logSVD and logPCA, the number of components required
to characterize the original dataset decreases strongly. In the case of the laser cutter machine, 20 and 45 dimensions
were required by the logSVD and logPCA methods (Figure 2A-B) to explain > 93% of the original variance. In the
case of the office environment, 15 and 25 dimensions were required to explain > 93% of the original variance by the
logSVD and logPCA methods (Figure 2C-D). In all cases, logSVD requires fewer features to explain larger levels of
the original dataset variance. This is an interesting characteristic since only a small proportion of the original feature
space is required to characterize the original dataset. The explained variance, in the case of logSVD, grows faster as
the number of components increases compared to using 1ogPCA. Therefore more components are required to explain
the same variance when using this last method compared to logSVD.

The determination of the number of clusters is simpler for both datasets when using logSVD as a dimensionality
reduction method since the slope statistic shows clear candidates (Figure 2E,G). When using logPCA, the cluster con-
figurations are more complicated to select, since the slope statistic for both datasets shows a few possible candidates
(Figure 2F, H). When there are several cluster configuration candidates, the selection is performed based on expert
knowledge about the dataset. For instance, it is expected to have at least two clusters in both datasets, i.e. holidays and
working days: however, this data partition is not informative enough to perform usage prediction. Therefore, cluster
configurations of k > 2 are preferred. On the other hand, when & is too large, the cluster detection process becomes
more complicated as the chance to select a wrong profile increase; in addition, there could be clusters with limited
membership, thus indicating overfitting. Based on the results of Figure 2, logSVD provides the best results in terms
of number of components to characterize the data and number of clusters determination for both datasets. The dimen-
sionality reduction process proved to be successful as the suggested cluster configurations by the slope statistic are
more informative, i.e. contain more clusters, compared to the case of using all features, which is of crucial importance
for the usage prediction step. For both datasets, DBSCAN was also tested; this technique discovered two clusters for
both datasets, regardless of the number of dimensions. In other words, DBSCAN was only able to discover the clusters
representing holidays and working days, which is not an informative clustering configuration.

The results of the clustering exercises obtained by applying logSVD on the datasets are shown in figure 3. In the
case of the laser cutter dataset (Figure 3A), the discovered clusters, except for C1, contain large regions where the
usage probability is close to | or 0, indicating a high degree of certainty. In the case of the occupancy in an office
environment (Figure 3B), the discovered clusters also have large regions with occupancy probability close to 0 or 1.
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5. Usage Profile Detection

In this step. the discovered profiles were detected at different times during the day by comparing the known cluster
centroids with the current information of the day. The results are compared in terms of accuracy, i.e. the ratio of
correctly detected profiles, for both datasets when using all features and after performing a dimensionality reduction.
These results are depicted in Table 1. The accuracy results of the columns with the label euc/ were computed when
using Euclidian distance as a similarity score. Likewise, the accuracy results of the columns with label /da were
computed when using a linear discriminant analysis (LDA) model to classify the type of profile given the current
usage information. This model was trained by using the training dataset and their cluster membership labels. In
addition, the accuracy results of the columns with label likelihood were computed when using the similarity metric
presented in [16].

Table 1. Accuracy results for the laser cutter machine and office occupancy datasets when detecting clusters by using all the features and after a
dimensionality reduction by logSVD and logPCA.

Laser cutter usage

Occupancy in an office

Time All features logSVD logPCA All features logSVD logPCA
likelihood eucl eucl Ida eucl lda  likelihood eucl eucl lda eucl Ida
8 46.7 46.6 60.0 333 667  66.7 333 533 60.0 60.0  40.0 533
10 46.7 40.0 73.3 533 600 80.0 533 533 66.7 60.0 600 533
12 46.7 66.7 73.3 60.0 60.0 80.0 80.0 80.0 86.7 1000  60.0 533
14 66.7 66.7 73.3 80.0 80.0 867 93.3 933 93.3 1000 66.7 733
16 100.0 100.0 1000 867 80.0 867 100.0 100.0  100.0 100.0 80.0 933
18 86.7 100.0 1000 86.7 80.0 86.7 100.0 100.0  100.0 100.0 86.7 100.0
20 86.7 100.0  100.0 100.0 86.7 933 100.0 100.0  100.0 100.0 86.7 100.0

In all cases, the results achieved by the methods using transformed datasets outperformed the ones achieved by
the methods using all features. At the beginning of the day, the information is scarce, however, the accuracies of the
logSVD and logPCA methods are larger than the ones using all features. For both datasets, logSVD obtained better
accuracy results: in the case of the laser cutter machine with a Euclidian distance score, and for the occupancy case
with an LDA classification model.

6. Conclusions

The use of techniques to reduce the dimensionality in binary datasets, such as logistic SVD and logistic PCA, is
beneficial as their representation becomes more concise and the noisy variables are discarded in the process. As a
result, the intrinsic dimensionality of the dataset can be discovered, thus helping the clustering process to discover the
most relevant profiles from the historical data. Dimensionality reduction techniques are also beneficial to the process of
detecting the most likely cluster given the already available information of the current day. When using a transformed
dataset, the detection accuracy increases and becomes perfect faster than when using the original dataset. As our
results show, logSVD provides a better data representation for the datasets as the number of dimensions required to
explain the original variance is lower than for logistic PCA. In addition, logSVD improves the separability between
clusters, as shown in the detection results for both test sets. On the contrary, using all the features of a dataset can be
problematic, since the noisy features can become dominant, reducing the chances of discovering the relevant profiles
in the historical data and their subsequent detection.
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